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The document you are reading is part of the Connecting for Health Common Framework for Networked Personal Health Information, which is available in full and in its most current version at http://www.connectingforhealth.org/.

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Overview and Principles*

Many policy and industry leaders now agree that empowerment of consumers — enhanced by convenient access to networked health information services — will help drive necessary changes to the health care sector. The Connecting for Health Common Framework for Networked Personal Health Information provides a foundation for maintaining trust among all participants — business, professional, and consumer — in electronic health information networks.

The objective is to give consumers the ability to compile electronic copies of their personal health information, including their own contributions, under a set of fair practices that respect personal preferences for how information may be collected and shared. The term “networked” implies connectivity across entities. Networking health information is critical given the fragmentation of most health-related services in the United States.

Connecting for Health — a public-private collaborative group engaging more than 100 organizations representing all major components of the health sector — convened the Work Group on Consumer Access Policies1 to identify a set of practices to support the emergence of networked personal health records (PHRs) in the public interest. PHRs include a wide variety of electronic applications designed to help consumers manage their health-related information and transactions, communicate better with clinicians, or take better care of themselves and loved ones.

The Common Framework resources are intended to foster network relationships and, ultimately, to enhance trust among the following parties:

- **Consumers**, including patients, their families, and caregivers. Our vision is that individual consumers will be able to compile and share electronic copies of their personal health information captured at various points, including the home (e.g., monitoring devices, patient diaries).
- **Health Data Sources**, meaning any institutional custodian of the individual’s personal health information. This may include health care providers and clinics, hospitals and health care systems, health insurance plans, clearinghouses, pharmacies and pharmacy benefit managers, laboratory networks, disease management companies, and others that hold data related to the personal health of individuals.
- **Consumer Access Services**, an emerging set of services designed to help individuals make secure connections with Health Data Sources in an electronic environment. Consumers may be offered such services by a variety of organizations, ranging from existing health care entities (e.g., providers, payers, self-insured employers) to new entrants to the
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1 See Acknowledgments for a roster of the Connecting for Health Work Group on Consumer Access Policies.
health sector (e.g., technology companies, employer coalitions, affinity groups, health record banks, etc.). Such services are likely to provide functions such as authentication as well as data hosting and management.

We distinguish Consumer Access Services from PHR applications (although both could be supplied in one integrated product). Consumers ideally will have a choice of services to enable PHR applications of their choosing to exchange data with multiple Health Data Sources across a secure “network of networks.” The diagram above illustrates this basic distinction.

The rationale for Consumer Access Services rests primarily on two points:

1. It is not practical for most individuals to connect separately and differently to every institution that holds their health data, and
2. In an open and innovative market, individuals should choose applications that best meet their own needs, rather than be solely reliant on the applications offered by the various institutional sources of their health information or services.

The Common Framework resources are designed to guide organizations participating in what we call “consumer data streams” — the flow of personal health information into and out of consumer-accessible applications such as PHRs. (See CT1: Technology Overview for a discussion of “consumer data streams” and how they contrast with “business data streams.”)

There are many emerging consumer data streams today. Hundreds of PHR applications now offer a variety of services to U.S. consumers, including products sponsored by providers, health plans, employers, technology companies, non-profits, and others. Several global brands have launched initiatives to act as Consumer Access Services. There also is a growing number of patient community sites, often described as “Health 2.0,” that take innovative approaches to health problems from outside traditional health care.

Public opinion surveys commissioned by the Markle Foundation and others have found that most Americans want to have electronic copies of their health records. The research indicates that Americans understand that quality of care could improve when their health information is available online.

2 By analogy, a cell phone is an application, and a cellular service connects the application to a network of towers that allow the phone to connect with other cell phones. Similarly, the PHR is an application, and a Consumer Access Service provides network services enabling a consumer to receive and send information through a PHR application.

available over the Internet to them and those who care for them. Markle also found that eight in 10 Americans are very concerned about identity theft or fraud, and the possibility of their data being used by marketers without their permission.

This Common Framework provides a voluntary approach to meet the dual challenges of making personal health information more readily available to consumers, while also protecting it from unfair or harmful practices.

**Connecting for Health Core Principles**

*Connecting for Health* has published a set of principles that provide the foundation for managing personal health information within consumer-accessible data streams. The consensus principles — based on accepted international fair information practices — are presented fully in *The Architecture for Privacy in a Networked Health Information Environment*.\(^4\)

Taken together, the nine principles form a comprehensive approach to privacy, the hallmark for which is that personal information be handled according to the individual's understanding and consent. In brief, the principles, and the corresponding papers in this Framework, are as follows:

---

\(^4\) Available online at: http://www.connectingforhealth.org/commonframework/p1.html.
### Connecting for Health Core Principles

<table>
<thead>
<tr>
<th>Practice Areas of this Common Framework for Networked Personal Health Information</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Openness and transparency:</strong> Consumers should be able to know what information has been collected about them, the purpose of its use, who can access and use it, and where it resides. They should also be informed about how they may obtain access to information collected about them and how they may control who has access to it.</td>
</tr>
<tr>
<td>CP2: Policy Notice to Consumers</td>
</tr>
<tr>
<td><strong>2. Purpose specification:</strong> The purposes for which personal data are collected should be specified at the time of collection, and the subsequent use should be limited to those purposes, or others that are specified on each occasion of change of purpose.</td>
</tr>
<tr>
<td>CP2: Policy Notice to Consumers</td>
</tr>
<tr>
<td>CP3: Consumer Consent to Collections, Uses, and Disclosures of Information</td>
</tr>
<tr>
<td>CT4: Limitations on Identifying Information</td>
</tr>
<tr>
<td><strong>3. Collection limitation and data minimization:</strong> Personal health information should only be collected for specified purposes and should be obtained by lawful and fair means. The collection and storage of personal health data should be limited to that information necessary to carry out the specified purpose. Where possible, consumers should have the knowledge of or provide consent for collection of their personal health information.</td>
</tr>
<tr>
<td>CP2: Policy Notice to Consumers</td>
</tr>
<tr>
<td>CP3: Consumer Consent to Collections, Uses, and Disclosures of Information</td>
</tr>
<tr>
<td>CT4: Limitations on Identifying Information</td>
</tr>
<tr>
<td><strong>4. Use limitation:</strong> Personal data should not be disclosed, made available, or otherwise used for purposes other than those specified.</td>
</tr>
<tr>
<td>CP2: Policy Notice to Consumers</td>
</tr>
<tr>
<td>CP3: Consumer Consent to Collections, Uses, and Disclosures of Information</td>
</tr>
<tr>
<td>CP7: Discrimination and Compelled Disclosures</td>
</tr>
<tr>
<td>CT3: Immutable Audit Trails</td>
</tr>
<tr>
<td>CT4: Limitations on Identifying Information</td>
</tr>
<tr>
<td><strong>5. Individual participation and control:</strong> Consumers should be able to control access to their personal information. They should know who is storing what information on them, and how that information is being used. They should also be able to review the way their information is being used or stored.</td>
</tr>
<tr>
<td>CP3: Consumer Consent to Collections, Uses, and Disclosures of Information</td>
</tr>
<tr>
<td>CP5: Notification of Misuse or Breach</td>
</tr>
<tr>
<td>CP7: Discrimination and Compelled Disclosures</td>
</tr>
<tr>
<td>CP8: Consumer Obtainment and Control of Information</td>
</tr>
<tr>
<td>CT3: Immutable Audit Trails</td>
</tr>
<tr>
<td>CT5: Portability of Information</td>
</tr>
</tbody>
</table>
6. **Data quality and integrity:** All personal data collected should be relevant to the purposes for which they are to be used and should be accurate, complete, and up-to-date.

   | CP6: Dispute Resolution  
   | CP8: Consumer Obtainment and Control of Information  
   | CT2: Authentication of Consumers  
   | CT3: Immutable Audit Trails

7. **Security safeguards and controls:** Reasonable safeguards should protect personal data against such risks as loss or unauthorized access, use, destruction, modification, or disclosure.

   | CP5: Notification of Misuse or Breach  
   | CT2: Authentication of Consumers  
   | CT4: Limitations on Identifying Information  
   | CT6: Security and Systems Requirements  
   | CT7: An Architecture for Consumer Participation

8. **Accountability and oversight:** Entities in control of personal health information must be held accountable for implementing these principles.

   | CP4: Chain-of-Trust Agreements  
   | CP5: Notification of Misuse or Breach  
   | CP6: Dispute Resolution  
   | CP9: Enforcement of Policies  
   | CT3: Immutable Audit Trails

9. **Remedies:** Remedies must exist to address security breaches or privacy violations.

   | CP5: Notification of Misuse or Breach  
   | CP6: Dispute Resolution  
   | CP9: Enforcement of Policies

The general standard is that practices must not be misleading or unfair. Misleading practices include misrepresentations or omissions that may contribute to a reasonable consumer’s decision to use a service, provide personal data, or grant permissions relating to that data.\(^5\) Unfairness may occur when consumers are injured after being forced or coerced into making decisions in the marketplace that are not their own.\(^6\) Emerging consumer data streams must be based on trusted and transparent relationships, without behind-the-curtain uses or disclosures of personal information that would catch an average consumer unawares. It would be alarming for consumers, as well as all legitimate network participants, if consumer data streams were harnessed by “shadow” businesses that exploit indirect and involuntary relationships with consumers.

---


Practice Areas for Networked Personal Health Information

We contend that a foundational set of practices, rooted in the above principles, would help sustain public confidence in consumer data streams. We sought to propose a set of practices that, when taken together, encourage appropriate handling of personal health information. The Consumer Framework for Networked Personal Health Information introduces nine policy and seven technical resources that provide a foundation for organizations doing any of the following:

1. Collecting, receiving, storing, or using personal health information as part of a consumer data stream or PHR services.
2. Transmitting or disclosing to a third party any personal health information gathered through or derived from a consumer data stream or PHR services.

At this early point in the evolution of PHRs and services to support them, we propose this as a voluntary framework. We recommend that all organizations develop clear and public policies for each of the practice areas in this framework. All practice areas must be addressed to provide adequate protections to consumers and to encourage trust across a network.

The framework consists of Consumer Policy (CP) and Consumer Technology (CT) papers, although there is often not a firm distinction between policy and technology. Indeed, it is a hallmark of the Common Framework approach that decisions on policy and technology are interdependent.

Consumers as Network Participants: Explains why consumer participation can be transformative in health care as it has been in other sectors; why networked PHRs are a vital tool to empowering consumers, and how policies can help guide an emerging industry.

CP1: Policy Overview: Describes the policy landscape, including how the Health Information Portability and Accountability Act (HIPAA) as well as state and contract laws apply to emerging consumer data streams. Explains unregulated and regulated areas of the current environment, and argues for a voluntary common framework of policies.

CP2: Policy Notice to Consumers: Recommends preferred practices for giving consumers access to the policies for collection, use, and disclosures of personal health information, including privacy and security practices, terms and conditions of use, and other relevant policies.

CP3: Consumer Consent to Collections, Uses, and Disclosures of Information: Describes mechanisms to capture the consumer’s agreement prior to any collection, use, or disclosure of personal data; explains why notice and consent are not sufficient by themselves in providing adequate protection for consumers.

CP4: Chain-of-Trust Agreements: Describes the merits and limitations of contractual mechanisms among parties exchanging personal health information; recommends important limitations to place on unaffiliated third parties, including vendors, service providers, and others who receive personal data or de-identified data.

CP5: Notification of Misuse or Breach: Discusses what to do if something goes wrong. Recommends that consumers be individually informed if their personal information was, or is reasonably believed to have been, disclosed or acquired by an unauthorized person or party in a form that carries significant risk of compromising the security, confidentiality, or integrity of personal information.

CP6: Dispute Resolution: Recommends that consumers be provided a clear and logical pathway to resolve disputes such as over breach or misuse, data quality or matching errors, allegations of unfair or deceptive trade practices, etc.

CP7: Discrimination and Compelled Disclosures: Recommends policies to bar discrimination and “compelled disclosures” — such as when the consumer’s authorization for release of data is required in order to obtain employment, benefits, or other services.
**CP8: Consumer Obtainment and Control of Information:** Covers several areas to facilitate the consumer’s ability to electronically collect, store, and control copies of personal health information, including requesting data in an electronic format, allowing for proxy access to an account, requesting amendments, or disputing entries of data. Also covers appropriate retention of information in inactive accounts, and consumer requests to “delete” data and terminate their accounts.

**CP9: Enforcement of Policies:** Raises the issue of how policies and practices should be enforced on the network; describes the pros and cons of several different enforcement mechanisms, including: enforcing current laws, amending and expanding HIPAA, creating new law to govern Consumer Access Services, encouraging self-attestation with third-party validation, and encouraging consumer-based ratings.

**CT1: Technology Overview:** Describes the complexity of emerging digital health data streams; explains how information can be combined to build revealing profiles of individuals; depicts how health care entities and consumer technology innovators operate under different cultures that can clash without basic rules of the road.

**CT2: Authentication of Consumers:** Provides a framework for establishing and confirming the identity of individual consumers so that they may participate on a network.

**CT3: Immutable Audit Trails:** Recommends that audit trails be a basic requirement of PHRs and supporting services; explains the value of providing consumers with convenient electronic access to an audit trail as a mechanism to demonstrate compliance with use and disclosure authorization(s).

**CT4: Limitations on Identifying Information:** Recommends strong limitations on disclosures of identifying data to third parties. Supports disclosures only of those data that are reasonably necessary to perform the limited function(s) to which the third parties are authorized. Provides a caveat about considering data “de-identified.”

**CT5: Portability of Information:** Highlights the importance of the consumer’s ability to export and import information in industry-standard formats as they become available.

**CT6: Security and Systems Requirements:** Provides a brief outline on basic security protections. Recommends continuous monitoring of industry practices and threats, as well as personnel training and strict policies regarding who can access consumer data, and consequences for security violations.

**CT7: An Architecture for Consumer Participation:** Provides a view on how Consumer Access Services can fit within the Connecting for Health approach to architecture for a Nationwide Health Information Network (NHIN).
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Consumers as Network Participants
The document you are reading is part of the **Connecting for Health Common Framework for Networked Personal Health Information**, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Consumers as Network Participants*

The average person’s ability to access data and communicate electronically is proliferating exponentially. Consumer adoption of digitally networked services has transformed the culture of many industries — often in ways unimaginable barely a decade ago.

Consider these examples of rapid consumer adoption of web-based technologies:

- **Communications:** E-mail is now an indispensable tool of communication for hundreds of millions of people worldwide. Instant messaging and Voice over Internet Protocol (VoIP), such as skype.com, are increasingly accepted alternatives to traditional telephones.

- **Search:** The indexing of online information places enormous research power in the hands of individuals. People now “Google” or “MapQuest” without thinking of picking up a phone book or going to a library. Search engines are exposing ever more granular information, such as full-text searches of vast libraries of books, or the estimated value of your home, or the presence of a registered sex offender next door. Collective contributions by customers add value to search engine results, as demonstrated by the niche “layers” that individuals can add to Google maps.

- **E-commerce:** Web sites such as Amazon, eBay, and Craigslist create ever-expanding communities of buyers and sellers, which in turn create ever-expanding content, inventory, and transactions. Opening up online access to previously proprietary networks, such as real estate listings and flight schedules, has precipitated dramatic new conveniences for consumers and efficiencies for industry.

- **Personal finance:** Consumers embrace ATMs, debit cards, personal finance and tax software, and online banking and investment brokerage services. Such online transactions and self-management tools replace mail, phone, and retail encounters with financial institutions.

- **Entertainment:** The explosive popularity of Apple Computer’s iPod represents a progression toward individual manipulation and portability of entertainment media and other data. No longer passive consumers of radio program director decisions, individuals increasingly create and share their own “playlists” and “podcasts.” In another example, fantasy sports create networks of enthusiasts more deeply engaged than mere spectators of events.

- **Content:** Perhaps the most interesting techno-social trend is how newly networked consumers generate whole new bodies of content. Bloggers, who use software that makes it easy to self-publish on the web, are directly challenging political and journalistic institutions, among others. People are now pouring their innermost thoughts and images into the worldwide digital stream through online communities, such as MySpace.com and YouTube.com. Wikipedia represents a related and equally powerful trend: online collaborative publishing that derives its authority through the self-regulating nature of open communities. MySpace and Wikipedia in particular illustrate a phenomenal expansiveness of online community content creation. By most accounts,¹,² both have emerged in about 18 months to join the 20 most popular sites on the web. Wikipedia is

---

*Connecting for Health thanks Josh Lemieux, Markle Foundation; Daren Nicholson, MD, an independent contractor, and David Lansky, PhD, for drafting this paper, parts of which were originally published by the Markle Foundation in December 2006.
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now the most frequently visited reference site on the Internet.3

This paper does not attempt a comprehensive analysis of such successful innovations in sectors other than health care, but we observe that they share a few basic traits:

1. **They are highly useful.** All of the examples cited above provide rapid utility and convenience by taking available digital data, making it digestible, and providing immediate value to consumers.

2. **They are easy to use.** Web applications that have diffused broadly typically deliver not only high utility, but also a simple user interface that does not limit or burden the consumer.4

3. **They are free or inexpensive for consumers to use.** Whether supported through advertisements or not-for-profit foundations, dramatic-growth applications generally collect small or no fees from consumers.

4. **They rapidly proliferate due to the power of networks.** Consumers connect to various networks via their credit cards, cell phones, e-mail accounts, affinity club memberships, and so on. Search engines point to information residing across a vast number of sources, all tied together by the Internet (which itself is a network of networks). Point-to-point communication tools like e-mail and cell phones work because they can slice across competing networks. Credit cards work across competing banks because there are worldwide networks that tie them together. People trust strangers on eBay because there is a trusted payment network, PayPal, as well as a network of buyers and sellers who provide accountability by collectively and publicly rating each other. Sites like Wikipedia, Craigslist, and MySpace have created arrays of communities of people with similar interests.

A key ingredient to the successes cited above is a fresh openness toward consumer access to, and contribution of, information. By contrast, the health care industry has moved more slowly toward providing consumers with online access to health data and interactive services. Personal health information is different — often more complex, scattered, sensitive, less structured — than the other types of information cited above. However, electronic personal health records (PHRs) represent an emerging vehicle to increase consumer participation in the health sector.

**Personal Health Records (PHRs)**

PHRs encompass a wide variety of applications that enable people to collect, view, manage, or share copies of their health information or transactions electronically. Many PHR applications in existence today facilitate the viewing of health information. A new generation of PHRs promotes the development of multiple and diverse applications that act on personal health information to help users with specific tasks. Although there are many variants, PHRs are based on the fundamental concept of facilitating an individual’s access to and creation of personal health information in a usable computer application that the individual (or a designee) controls. We do not envision PHRs as a substitute for the professional and legal obligation for recordkeeping by health care professionals and entities. However, they do portend a beneficial trend toward greater engagement of consumers in their own health and health care.

Today’s PHRs are generally “un-networked.” They typically require the consumer to enter data manually or get a view of information from a single entity such as one health plan, one pharmacy, or perhaps one health care provider’s electronic health record (EHR). Yet most people have relationships with many different doctors and health care entities; particularly those Americans with multiple chronic conditions — more than 60 million today and estimated to reach 81 million by 20205 — must coordinate their care across several providers and entities. If the PHR is limited to one particular relationship, it may not meet the long-term needs of many whose information is dispersed...
across organizations. Some people in a stable relationship with one integrated delivery system may today have their information adequately accessible through an application from that institution. However, for most people, over time, PHRs would be much more useful if they were networked to aggregate the consumer’s health information across multiple sources (e.g., the consumer’s insurance eligibility and claims, her records from all of her doctors, her lab results, her pharmacy services, her diagnostic imaging, etc.).

‘Networked’ PHRs as Tools for Transformation
The mere aggregation of the consumer’s data, however, should not be an end in itself. The true test is whether the network makes it easier for ordinary people to coordinate and engage more actively in their own health and health care. We see a networked environment for PHRs as a foundation for Americans to improve the quality and safety of the care they receive, to communicate better with their doctors, to manage their own health, and to take care of loved ones.

This paper argues that consumers can help accelerate transformative change, particularly in a networked information environment. However, we emphasize that clinicians also have a critical role in realizing the full potential of networked PHRs. Consumers continue to see doctors and other health professionals as the key agents of their care and the most trusted hosts of their personal health information. To take advantage of networked personal health information, both consumers and clinicians must be open to changes in their relationships, responsibilities, and workflows. Network-enabled efficiencies and safety improvements are more likely to occur if consumers and health care professionals act as partners who share access to and responsibility for updating personal health information. The status quo — in which most personal health information under the custodianship of providers, payers, and other entities is largely “un-networked” — makes it more difficult for consumers to gather their data from multiple sources, more difficult to choose freely among providers, and thus more difficult to manage their health.

The Rationale for Networking Consumers
Entrenched problems in the American health care system are well-documented. Among the oft-cited deficiencies:

- Fragmentation that leads to inefficiency and duplication of efforts and costs.\(^\text{6,7}\)
- Disappointing levels of safety and quality that lead to high rates of medical errors.\(^\text{8,9,10}\)
- Frequent unavailability of vital information at point of care.\(^\text{11}\)
- High costs that are growing at an unsustainable rate.\(^\text{12,13}\)
- An overall lack of patient-centeredness.\(^\text{14}\)

Rapid consumer adoption of newly networked services has proven to be possible — indeed phenomenal — in other sectors. Consumers can adapt to technology and culture transformation more rapidly than large health care institutions with long histories of business processes and legacy systems. Furthermore, even as the majority of clinicians continue to keep consumers’ data on paper, other important personal health information — namely claims, pharmacy, diagnostic images, and lab data — are available in digital form today. We conclude that the immediate effort to catalyze health care transformation must include a strategy to create a networked environment for PHRs and related technologies that takes advantage of these currently available digital data streams.

Providers can gradually form and join networks as their systems increasingly interoperate. In fact, networked connections to PHRs could help accelerate the EHR adoption curve as clinicians see advantages to joining the network.

There are additional strong rationales for involving consumers in a much-needed transformation toward greater information access and transparency. First, the health care consumer has the largest stake in the contents of such information. The consumer’s life is put at risk when preventable errors occur due to lack of information. Second, the consumer is the ultimate payer of health care services. Consumers are being asked to pay directly for a larger proportion of their care.\(^\text{15,16}\) Third, younger generations expect to use technology in almost all aspects of their lives. Fourth, as the
number and complexity of diagnostic and treatment modalities grows at a rapid pace, patients are increasingly required to share the responsibility of decision-making with their health care providers. Furthermore, patients are often in the best position to gather and share information with providers. For example, a physician might know that a medication has been prescribed for a patient. But without asking the patient, the doctor does not know whether the patient actually took the medication, how well it worked, what other remedies she is taking, or whether she had side effects.

Empowering health care consumers by placing information directly in their hands has the potential to radically improve health care. PHRs are still in the early development stages, and a great deal of study is needed to measure the benefits and risks of PHRs. Consumers, patients, and their families vary widely in the responsibilities they each wish to maintain in their own health. However, as noted in Connecting for Health’s 2004 report, Connecting Americans to Their Health Care, preliminary evidence suggests that PHRs have potential to:

• Empower patients and their families.
• Improve the patient-clinician relationship.
• Increase patient safety.
• Improve the quality of care.
• Improve efficiency and convenience.
• Improve privacy safeguards.
• Save money.

Lastly, there is general agreement among many stakeholders, including those listed below, that PHRs should be a key part of health care modernization and reform efforts:

• Government bodies, like the National Committee on Vital and Health Statistics and the American Health Information Community.
• Professional societies, such as the American Medical Association and the American Health Information Management Association.
• Consumer groups, such as AARP and the American Diabetes Association.
• Health insurance plan associations, like America’s Health Insurance Plans and the Blue Cross Blue Shield Association.
• Bipartisan political leaders.

Addressing Key Policy Concerns Will Be Core to the Transformation Process

Although a networked PHR would provide significant benefits to consumers, the exchange of health data over an electronic network poses serious concerns. Confidentiality of personal health information is a core American value. There is evidence that Americans support a network for health information exchange — if security and confidentiality safeguards are sufficient.

Thus, before encouraging the ubiquitous networking of PHRs to other health information systems, we must establish a common understanding and an adequate set of shared rules. We need a technical approach that allows access controls to keep information flowing among people authorized to see it — and protected from unauthorized access or use. The selection and implementation of technical elements are themselves aids or obstacles to confidentiality and security.

If PHRs can be authorized to connect securely to multiple data streams on the network, then the competition among PHRs will be based on service, features, and value to the consumer, not mere custody of the consumer’s data. All of the participants within the networked environment — including health care institutions and professionals, insurance companies, labs, pharmacy services, employers, and consumers themselves — must agree to basic principles for providing individuals the ability to obtain personal health information about them, and security and confidentiality protections must be “baked in” to the network design.

We do not know what kinds of applications and functions will be most effective in encouraging the transformation we seek. The mere presentation of health data to consumers is not as likely to be transformative as new applications to interpret and apply the data in innovative ways that provide specific benefit to
specific people, and connect them with their health team and caregivers. Although the Common Framework for Networked Personal Health Information recommends a framework for enabling networked PHRs, we purposely avoid recommendations on what those applications should be or do. Development of a sufficiently flexible network will enable the use of a great variety of personal health technology applications, including many that we cannot imagine today.
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Policy Overview
The document you are reading is part of the *Connecting for Health* Common Framework for Networked Personal Health Information, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Policy Overview*

Network services for personal health records (PHRs) are emerging in a complex and often uncertain legal and policy environment. In this paper, we discuss the policy landscape in the context of emerging Consumer Access Services — those services or organizations seeking to help individuals make electronic connections across multiple sources of their health information.

The Federal Regulatory Environment

Regulations promulgated under the Health Insurance Portability and Accountability Act (HIPAA), in effect since April 2003, put in place a set of privacy and security rules intended to build safeguards into the practice of health care. The Privacy Rule became law as public concern about the confidentiality of personal health information reached a high level, coupled with a growing awareness that the lack of privacy safeguards in health care heightened the risk that some people would choose to withdraw from full participation in their own care.

Under current federal statute and regulation, there are three categories of Covered Entities that must comply with the HIPAA Privacy Rule: health care providers that transmit protected health information in electronic form to pay claims or engage in other standard transactions under the law, health plans, and health care clearinghouses. In this respect, many of today’s personal health record vendors do not qualify as Covered Entities and are not subject to the Privacy Rule.

The Privacy Rule includes:

- Requirements that Covered Entities provide notice to consumers of their rights and protections.
- Requirements that Covered Entities provide consumers with copies of or access to their information if requested.
- Permissions for providers to use and disclose patient data, without consent, for treatment, payment, and health care operations (a broad category known as “TPO”).
- Limitations on certain other uses and disclosures of identifiable patient information.
- Requirements for providers and other Covered Entities to obtain patient authorization for disclosures not expressly permitted by the Privacy Rule.
- Specific rules that permit disclosure under detailed conditions to researchers, law enforcement, and public health officials without the consumer’s consent or authorization.
- Oversight and enforcement mechanisms.

* Connecting for Health thanks Josh Lemieux, Markle Foundation, and Janorl Goldman, JD, Health Privacy Project and Columbia University School of Public Health, for drafting this paper. A special thanks to Joy Pritts, JD, Center on Medical Record Rights and Privacy, Health Policy Institute, Georgetown University, for providing additional insights and reviews in developing this document.
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3 45 CFR § 164.103.

4 Connecting for Health summarized HIPAA regulations related to consumer access in the Common Framework document Patient’s Access to Their Own Health Information. Available online at: http://www.connectingforhealth.org/commonframework/docs/P6_Patients_Access.pdf.
Through its Office for Civil Rights\(^5\), the U.S. Department of Health and Human Services (HHS) enforces the Privacy Rule directly as applied to Covered Entities. The Department of Justice is empowered to investigate and prosecute criminal violations of the law, and state enforcement mechanisms are also empowered to oversee and apply the law. According to the HHS Office for Civil Rights, since the Privacy Rule went into effect in April 2003, more than 29,000 voluntary complaints have been received, about 80 percent of which have been resolved. As of July 31, 2007, corrective action has been taken in fewer than 5,000 cases, most of which have been in the past 2 years.\(^6\) There have been no civil penalties assessed and only a handful of criminal prosecutions under the Privacy Rule.

Related to the enforcement challenge are difficulties in interpretation of the Privacy Rule. Although it has been in place since 2003, many Covered Entities remain confused about what the Privacy Rule does and does not allow, as documented most recently by the Health Information Privacy and Security Collaborative (HISPC).\(^7\)

**Questions About the Current Policy Framework**

Below are important questions on whether consumer protections and policy enforcement are adequate in the emerging environment of consumer data streams and networked PHRs.

**Question 1: Does the HIPAA Privacy Rule apply to emerging Consumer Access Services?**

\(^5\) The OCR web page has several resources related to HIPAA. See [http://www.hhs.gov/ocr/hipaa/](http://www.hhs.gov/ocr/hipaa/).


**Answer:** Not necessarily. It depends on whether the Consumer Access Service is operated by, or on behalf of, a Covered Entity. The Privacy Rule is limited by the scope of the HIPAA statute. Most notably, HIPAA only applies directly to Covered Entities — which many Consumer Access Services and PHRs are not. To the extent that a Covered Entity does offer a PHR directly to its patients or members, the Covered Entity must comply with the Privacy Rule. If the Covered Entity contracts with a third party to provide a PHR to consumers on its behalf, it must enter into a “Business Associate Agreement,” which limits that contractor’s use and disclosure of health information. These downstream entities are restricted in their use and disclosure only through contract law. In general, Business Associates are not directly regulated under HIPAA. As a result, if a Business Associate violates the contract, the Covered Entity can take the Business Associate to court under contract law. But it is the Covered Entity — not the Business Associate — that may be subject to regulatory enforcement action for the violation. (The regulation states that the Covered Entity is only liable when it knew of a Business Associate’s breaches and took no action.)

Thus, if a Covered Entity provides a Consumer Access Service to its patients, members, or employees, then the Covered Entity must comply with Privacy Rule requirements (even if the actual service is supplied by a vendor under a Business Associate agreement). However, if the Consumer Access Service is neither a Covered Entity nor acting as a Business Associate of a Covered Entity, it is not governed by the federal regulation. Such a Consumer Access Service may receive identifiable patient health data that originated at a Covered Entity\(^8\) primarily in two ways:  

**A)** From a Covered Entity based on an authorization from the consumer:

8 We emphasize that the diagrams depict possible flows of information “that originated at a Covered Entity” to a Consumer Access Service or PHR. The diagrams do not depict information that consumers may contribute themselves (e.g., patient diaries, self-populated problem lists, monitoring device data, etc.).
B) From the consumer who has obtained copies of her medical records directly from the Covered Entity and supplied them separately to the Consumer Access Service:

Some emerging Consumer Access Services are structured to encourage consumers to authorize their providers and plans to disclose health information directly to the Consumer Access Service. The public may not be aware that once the Consumer Access Service has received information from a Covered Entity based on the consumer’s signed authorization, that information is no longer covered under the federal Privacy Rule. In other words, HIPAA privacy protections do not “follow” the data; they only apply when in the hands of a Covered Entity or its Business Associate(s). Non-covered organizations are not required to do many activities that are required of HIPAA-Covered Entities. For example, they are not required to train their staffs about privacy and confidentiality, or maintain an accounting of disclosures, or require an authorization before re-disclosing health information to other non-covered entities.

However, it is important to note that any organization in this marketplace — whether HIPAA-covered or not — can exceed the Privacy Rule requirements. Organizations may provide for higher levels of individual control over data flowing in or out of PHRs than are afforded to consumers under the Privacy Rule.

The HIPAA Privacy Rule did contemplate the use of networked health information systems, but only within the constraints of the Covered Entity/Business Associate framework. It is important to note that the HIPAA statute devoted little attention to e-health and privacy, let alone Consumer Access Services or networked PHRs.⁹

All new PHRs and Consumer Access Services demand thoughtful and carefully crafted practices to balance the need for consumer data streams to flow more readily with the need to protect privacy. A comprehensive approach to privacy is warranted in light of the emerging environment.

(See the Overview document for Nine Core Principles for addressing privacy in a networked environment.)

Question 2: How do HIPAA “treatment, payment, and operations” (TPO) rules apply when Covered Entities act as Consumer Access Services or offer PHRs?

**Answer:** To answer this question, consider the case of a person named Millie:

First, imagine that Millie goes to the doctor and receives a notice saying that her information can be used in various ways allowed under HIPAA. A year later, she visits the doctor’s office and gets a treatment, and the doctor sends a claim to Millie’s health insurance company. The insurance company then processes and pays the claim. The event generates several transactions and copies of information about Millie - none of which require Millie’s specific consent. This is because under HIPAA, Covered Entities may make certain disclosures of personal health information for purposes of treatment, payment, and health care operations (TPO) without any consent from the consumer.  

Then, imagine that the insurance company offers Millie an online PHR that lets her view copies of that claims history. The mere fact that Millie is given an online account to view copies of claims does not change the nature of the health plan’s permissible uses of the information under TPO rules.

Now, let’s imagine that the PHR offers Millie a chance to add her own contributions of information. For example, she could fill out a patient diary, or a health risk assessment, or perhaps enter a past diagnosis of which the health plan had previously been unaware. Or maybe Millie can connect her health plan PHR account to another source of health information about her, such as a home monitoring device or even from her other doctors or pharmacies. Do these new streams of information about Millie, captured through a PHR from a Covered Entity, fall under the TPO rules? Can they be used or disclosed the same way the claim from her doctor’s office might be?

Clearly, such issues about HIPAA and TPO are clearly beyond the understanding of the average consumer. A more relevant question, therefore, is whether people like Millie can make informed choices about new personal health information services. Whether covered by HIPAA or not, organizations that offer Consumer Access Services or PHRs must have sound and transparent practices for consumer notice and consent, as well as the other areas of this framework. Sound practices for obtaining consumer consent include making choices proportional. That is, the more unexpected or disclosing the activity, the more specific the consent mechanism required to authorize it. (See CP2: Policy Notice to Consumers and CP3: Consumer Consent to Collections, Uses, and Disclosures of Information).

Question 3: Do state laws provide adequate protection of and support for consumer data streams?

**Answer:** Existing state health privacy laws are generally directed at health care providers and health plans. The vast majority are virtually silent on emerging developments such as regional health information exchanges or networked PHRs. The result is that state law may restrict the circumstances under which a Health Data Source may send data to a PHR (such as by requiring patient consent), but does not protect the information once it has been transferred to the PHR.

Furthermore, to the extent that state laws may protect health information in consumer data streams, they often do so inconsistently. HIPAA sets a floor of protections, and does not

---


11 Some plans may choose to segregate copies of information they provide to consumers through PHRs from the copies of information they use for their TPO-related uses. Other plans may not support this concept of a firewall between their TPO operations and their PHR operations.

12 A notable exception is California law which treats a corporation organized for the purpose of maintaining medical information in order to make the information available to the patient or to a provider of health care at the request of the patient or a provider of health care, for purposes of diagnosis or treatment of the patient, as a provider of health care subject to the requirements of the state’s Confidentiality of Medical Information Act. See Cal. Civ. Code § 56.06.
displace state laws that are more stringently privacy-protective. Many states have more stringent safeguards in place to impose condition- or issue-specific safeguards (i.e., HIV/AIDS, mental health, genetic information), or to address consumer access to their own records (e.g., requiring health care entities to respond more rapidly to consumer requests for records than HIPAA requires). These state laws may impose differing standards on different Health Data Sources and impact their ability to transfer health information to a PHR.

The National Council of State Legislatures (NCSL) and the National Governor's Association have launched an initiative to explore the need for new and consistent policies. Efforts are also underway at the federal level (in the Health Information Privacy and Security Collaboration and in legislative proposals) to “harmonize” state health privacy laws to avoid variations that some believe impede interoperability and data sharing. However, a number of studies suggest that most variations in state law can be addressed through policy and technical solutions.13

Overall, however, the lack of federal and state regulation, as well as the evolving interplay of state and federal laws, results in an uncertain regulatory environment. This can be chilling to the nascent market of Consumer Access Services. Fundamental questions about consumer consent for uses and disclosures, notice, enforcement, and chain-of-trust agreements are being determined outside of the regulatory environment, and many companies are uncertain how to proceed in their early products and services.

Question 4: Will business practices evolve to enhance consumer data streams and foster consumer trust?

Answer: Perhaps, but certainly not yet — and not consistently across the industry.

There is some hope that vendors' recognition of public concern about safeguarding personal information will drive competition to produce services with stronger and more responsive privacy components. However, such policies are inconsistent and often confusing. Because consumers do not have simple or foolproof ways to distinguish good privacy practices from bad, organizations may not be motivated to compete on the basis of privacy protection, and/or determine that “mining” personal data is more profitable than investing in stronger privacy protections. It is not clear there is a “market” for privacy, since many of the practices that would assure privacy safeguards are not observable by consumers. (The potential role of regulation of PHRs and Consumer Access Services by the Federal Trade Commission (FTC) is discussed in CP9: Enforcement of Policies.)

---

Question 5: Is there a need for a Common Framework of practices for Consumer Access Services and networked PHRs?

Answer: Yes, for the following reasons:

1. **The status quo poses increased risk:** If Consumer Access Services are successful in aggregating information from multiple sources, this creates both potential benefit and potential risk of exposure for the individual.

2. **The status quo lacks regulatory clarity:** The characteristics of the emerging PHR market suggest that at least some services will remain wholly or in part beyond the auspices of HIPAA. There is no consensus for how policies will be enforced in such situations.

3. **The status quo confuses consumers about privacy protections:** Faced with myriad PHR offerings and handlers of their electronic health data, consumers cannot be expected to be able to discern whether or not a particular data flow is covered by HIPAA or state law. In the absence of consistent privacy assurances that apply to all Consumer Access Services across the nation, many consumers will be making choices in an uncertain policy landscape.

4. **The status quo keeps ‘notice’ and ‘consent’ moving targets:** Recent surveys of PHRs indicate wide variance in privacy policies and forthrightness about critical issues such as how information will be used. Notices to consumers are typically lengthy, in fine print, with language that may be simultaneously technical and vague. Policies are non-standardized and often disorganized, with multiple notifications about how personal data are collected, stored, protected, used, and disclosed. Without consistent policies, this wide variance of privacy and security practice disclosure is likely to continue, leading to a confusing marketplace.

5. **Common practices will aid trust on a network:** Certainly, there must be a clear need for private entities to share data on the consumer’s behalf. However, a truly open and innovative market that can meet consumer needs is unlikely to flourish without a set of common practices that manage risk acceptably for Consumers, Health Data Sources, and Consumer Access Services.

Public Concern about Privacy

Frequent news reports remind Americans about the risks to their health privacy by theft, breach, and unauthorized or unwelcome disclosure of their personal health information.\(^1\) Eight in 10 Americans say they are “very concerned” about the risk of identity theft and fraud with networked personal health records, according to a Markle Foundation 2006 survey.\(^2\) Concerns are intensified in the context of electronic information sharing, as documented by a 2007 survey showing that the public believes a computer-based medical records system is less secure than a paper-based one.\(^3\) Three in five Americans believe that their health information is not adequately protected under federal and state laws and current business practices, according to a Harris Interactive study commissioned by the Institute of Medicine.\(^4\)

Moreover, such concerns can lead to privacy protective behaviors that actually undermine health, particularly among members of the most vulnerable demographic groups. Surveys consistently show that people with chronic diseases and racial and ethnic minorities are the most likely to withhold information from providers and avoid care to shield themselves from discrimination, stigma, and unwanted exposure.\(^5\)

\(^1\) A collection of abstracts of news reports addressing health privacy events is available on the web site of Health Privacy Project at: http://www.healthprivacy.org/usr_doc/Privacystories.pdf.
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Policy Notice to Consumers
Policy Notice to Consumers
The document you are reading is part of the **Connecting for Health** Common Framework for **Networked Personal Health Information**, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Policy Notice to Consumers *

Purpose: There is general agreement that “good privacy begins with effective transparency”¹ and that consumers must be given access to information about policies for collection, use, and disclosures of personal health information, including privacy and security practices, terms and conditions of use, and other relevant policies.

It is an industry standard to post a privacy policy for online services.² In practice, however, there are several limitations to the effectiveness of policy notices to consumers, the most important being that consumers rarely read them (and the few who do often find them confusing). Please see Appendix A for a discussion of the limitations of notice and consent in today’s Internet environment.

Despite the well-known limitations with current practice in implementing the openness and transparency principle, there are at least three essential and practical reasons to develop and post clear policies on privacy and terms of use:

1. Even if most consumers fail to read them, the interested consumer has the right to know what he or she is agreeing to.

This practice area addresses the following Connecting for Health Core Principles for a Networked Environment*:

1. Openness and transparency
2. Purpose specification
3. Collection limitation and data minimization
4. Use limitation


2. The process of developing and promulgating public policies for health data custodianship helps organizations examine their internal policies, and correct shortcomings, if necessary.³

3. The posting of publicly available policies brings into play various state and federal laws and regulations that can help police the industry and provide a layer of protection to consumers. If an entity adopts a privacy policy in the absence of a legal requirement to do so, and that policy is publicly available, it is likely to be enforceable if breached through the Federal Trade Commission as “unfair or deceptive practice.” Once an entity makes a policy available to its customers and patients, it makes itself accountable for adhering to those policies.


Consumers would be better served if there were an industry-standard online format for notice of data-handling and privacy practices. We would like to see a public-private collaborative, including industry and consumer representatives as well as web accessibility and disability experts, work on such a standardized format that would enable a general, apples-to-apples comparison across consumer-accessible health applications. Such an effort should begin with the FTC’s Fair Information Practice Principles as well as the documents summarized in Appendix A. We offer the following as guidelines.

**Recommended Practice:**

PHRs and Consumer Access Services must develop privacy policies, terms and conditions of use, and other relevant policies related to the handling of health information. Such statements should be:

1. **Clearly written:** Avoid excessive jargon. To the extent possible, target 4th to 6th grade reading ability. To the extent practical, provide notice in the language(s) of the target populations.
2. **Comprehensive:** Answer the questions raised by the nine Connecting for Health core principles. (See Overview and Principles.) The consumer should be able to know what, how, and why information is collected, used, or shared, as well as how long it will be kept, how the consumer can exercise choices or controls over the information, and whether it can be disputed or deleted, and what procedures, if any, are in place to notify affected people in the event of breach. Policy notices should define what the Consumer Access Services consider to be personally identifying information (PII) and what information is not considered personally identifying. For the latter, notice must be clear regarding limits on the ability of Consumer Access Services or third parties to make the information “re-identifiable,” such as by combining it with other databases. (See CT4: Limitations on Identifying Information.) Policy notices should provide information about whether personal information will be stored in foreign countries, or whether information collected through the Consumer Access Service will be combined with other information about the individual collected from other sources, services, or contexts. It should also spell out the organization’s general policy for complying with reasonable law enforcement requests for disclosure of personal information without the consumer’s consent. Appendix B provides a more detailed list of possible topics to consider for inclusion in policy notices to consumers.

3. **Summarized:** Present key policies and protections in summary form. Make any necessary additional detail easily accessible. For example, if additional detail is necessary, let the consumer easily click from a summarized version to a more detailed version, and vice versa. It is valuable to test different formats to reach target populations. In some cases, video or other visual or interactive techniques may be more effective than written documents.
4. **Focused on protections:** Do not merely present what the service is permitted to do. Make clear the limitations on what it will do. Refer to the nine privacy principles above.
5. **Easily accessible:** Make links to relevant policies part of the service’s global navigation, footer, or other standard location for such policies (i.e., accessible from every page on the site). Post links to policies on the home page and on appropriate screens on which the consumer sets up an account or makes key decisions. Brief policy notices that relate to specific choices, and that appear at the point consumers are exercising those choices, may be more effective than long legal statements that cover many different practices and activities.
6. **Updated:** Provide adequate notice to consumers of modifications in policies. Notices of modification should specifically identify the changes made. We offer the following as preferred practices:

   a. **Versions:** Post each version of the terms of use and privacy policy with identification of version number and effective date. Specifically identify the changes made to the previous version. Retain a record of all dates and means of posting notices of changes.

   b. **Type of notice:** Each time the policies are modified, consider whether it is appropriate to obtain a new authorization from the consumer. Additional authorizations should be obtained in connection with policy modifications that materially alter the policies. Provide users with a meaningful opportunity to review material modifications regardless of whether a new authorization is required.

   - **Non-material changes:** To the extent changes do not affect material provisions of the terms of use and privacy policy, the Consumer Access Service may change such policies at any time and for whatever purpose with or without a new authorization. Notice to the user may take the form of general notice of change regarding non-material provisions of terms of use or privacy policy posted prominently on web site. In this case of non-material changes, continued use of the site under the initial authorization signifies user's consent to new terms and/or policies.

   - **Material changes:** Present consumers with appropriate notice and an option to consent to updated policies if such policies are changed in a way that materially affects their provisions or there is a material change in the business relationship (e.g., a merger, acquisition, or change of ownership of the service). Notice in such cases should be posted prominently in the end-user application (e.g., PHR). It is best practice to send an e-mail to registered users notifying them of material changes, and/or provide notice and an appropriate consent mechanism upon the user's subsequent login. Determining the appropriate consent mechanism may hinge on several factors, including the usability of the interface and the principle that consent should be “proportionate” (i.e., the more sensitive or personally exposing the changes to policy, then the more specific and discrete the mechanism to capture a consumer's consent, and vice versa). (See **CP3: Consumer Consent to Collections, Uses, and Disclosures of Information**.) When a Consumer Access Service seeks a new authorization, it should clearly explain the consequences of opting-in and opting-out of the new policies. For example, opting-out may require the consumer to terminate use of the Consumer Access Service. In such cases, the Consumer Access Service should provide the consumer with an easy process for both downloading and printing the user's records. (See **CP8: Consumer Obtainment and Control of Information** and **CT5: Portability of Information**.)
Appendix A: 
Limitations of Relying on Notice and Consent

The Federal Trade Commission's Fair Information Practice Principles declare:

The most fundamental principle is notice. Consumers should be given notice of an entity's information practices before any personal information is collected from them. Without notice, a consumer cannot make an informed decision as to whether and to what extent to disclose personal information.4

However, current industry practices of posting policy notices provide only limited protection for even the most careful consumer. We conducted an in-depth analysis of the privacy and terms of use statements of eight different PHR products, chosen based on their relatively high levels of sophistication in data integration. The organizations studied included three large integrated delivery networks, a nationwide insurance company, a nationwide retail pharmacy company, and three independent companies offering PHRs with advertised capabilities to import professionally sourced health data for the consumer. The examination, based on publicly posted policies between June and August 2007, found challenges that will be familiar to any consumer who has signed up for software or services involving personal information over the web:

• Organizations present significantly varying degrees of purpose specification, collection, and use limitations, and offer varying granularity of individual participation and control options.
• Those differences are very difficult to compare from one site to another because the posted policies are not standardized or organized in common formats.
• Policies are typically lengthy and complex, with fine print that may be vague, highly technical, or both.
• Policies contain multiple notices about how personal data will be handled. For example, in at least one case, protections listed in an organization's privacy policy could be changed under its terms and conditions of use (both of which must be agreed to by the consumer).
• Ideally, terms and conditions would be a helpful guide to consumers, spelling out the responsibilities and protections to be undertaken by each party. However, the terms and conditions we examined were typically written from the standpoint of limiting the company's liability and obtaining broad authorization from the consumer. In fine print, for example, we found clauses that allowed disclosure of personal health information to an employer at the request of a consumer's health plan, and or a denial of accountability or redress in the event of a misuse of personal data by contracted third-party entities (i.e., a lack of “chain-of-trust” reassurances).

Other studies have had similar findings. For example, one study that looked at 60 financial privacy notices and found that most were “written at a 3rd-4th year college reading level, instead of the junior high school level that is recommended for materials written for the general public [suggesting] consumers will have a hard time understanding the notices because the writing style uses too many complicated sentences and too many uncommon words.”5 A 2002 study found that none of 80 health web sites examined had a privacy policy that would be “comprehensible to most English-speaking adults in the United States.”6 A recent study, commissioned by the American Health Information Community, examined 30 PHR privacy policies and found them to be “inconsistent” and “incomplete,” noting a

general lack of specificity on uses and disclosures of information.\textsuperscript{7}

The net result of such practices is an undue burden on consumers to determine what the policies say and do not say. It is not surprising that most consumers do not read online privacy or terms of use statements.\textsuperscript{8} It's not uncommon for consumers to later be surprised by unwelcome consequences.\textsuperscript{9} This is deeply challenging in an infant industry that requires consumer trust to survive.

It is also important to note that notice alone does not protect consumers. As evidenced by recent FTC and State Attorney General cases, a company may still be engaging in unfair practices even when providing notice to the consumer if that practice could cause significant injury and is buried deeply in a disclosure.\textsuperscript{10}


Appendix B:
A Survey of Recommended Areas for Policy Notice to Consumer

The Federal Trade Commission's Fair Information Practice Principles are an essential starting point for online policy notice statements for consumers. The FTC's notice principle reads:

While the scope and content of notice will depend on the entity's substantive information practices, notice of some or all of the following have been recognized as essential to ensuring that consumers are properly informed before divulging personal information:

- identification of the entity collecting the data;
- identification of the uses to which the data will be put;
- identification of any potential recipients of the data;
- the nature of the data collected and the means by which it is collected if not obvious (passively, by means of electronic monitoring, or actively, by asking the consumer to provide the information);
- whether the provision of the requested data is voluntary or required, and the consequences of a refusal to provide the requested information; and
- the steps taken by the data collector to ensure the confidentiality, integrity, and quality of the data.

Some information practice codes state that the notice should also identify any available consumer rights, including: any choice respecting the use of the data; whether the consumer has been given a right of access to the data; the ability of the consumer to contest inaccuracies; the availability of redress for violations of the practice code; and how such rights can be exercised.

In the Internet context, notice can be accomplished easily by the posting of an information practice disclosure describing an entity's information practices on a company's site on the Web. To be effective, such a disclosure should be clear and conspicuous, posted in a prominent location, and readily accessible from both the site's home page and any web page where information is collected from the consumer. It should also be unavoidable and understandable so that it gives consumers meaningful and effective notice of what will happen to the personal information they are asked to divulge.¹¹

The following table examined documents from six organizations that have studied items that should be disclosed in a notice statement to consumers. An “X” indicates that the organization has recommended that the item be part of the notice to consumers. This table is for reference only; it does not constitute a recommendation for an industry standard notification form:

<table>
<thead>
<tr>
<th>Privacy Policy Element</th>
<th>ASTM</th>
<th>TRUSte</th>
<th>URAC</th>
<th>OECD</th>
<th>Nym</th>
<th>H&amp;W</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TRANSPARENCY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What organization is responsible for the information that the consumer provides?</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does this privacy policy apply to personal information collected by phone, mail, fax, in-person encounter, or just online through the web site?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is considered personal information?</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the organization collect personally identifiable information?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What personally identifiable information is collected?</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>How is personally identifiable information collected?</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Why is this information collected?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are individuals aware that their personal data are being collected?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who in the organization is responsible for deciding what personal data are collected and how?</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who controls personal data once they are collected?</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What choices are available to users regarding collection, use, and distribution of the information?</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the organization have standards, guidelines, and regulations which apply to your collection and use of personal data?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the organization allow visitors access to the personal data it has about them?</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the consumer have opportunities to access and make corrections related to the information, either because of requirements in law or policy in the organization?</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there any limitations on amendment, deletion, or removal of information?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Does the organization use passive tracking mechanisms and if so, why?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>What is the organization’s business model?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Privacy Policy Element</td>
<td>ASTM</td>
<td>TRU/Stie</td>
<td>URAC</td>
<td>OECD</td>
<td>Nym</td>
<td>H&amp;W</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------------------</td>
<td>------</td>
<td>----------</td>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>------</td>
</tr>
<tr>
<td>APPROPRIATE USE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are personal data disclosed to third parties, and if so, why?</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How and where are data disclosed to third parties stored?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What personally identifiable information do third parties collect through the web site?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What organization(s) collects the information?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How does the organization use the information?</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>With whom may the organization share user information?</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How long is the information kept?</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How is the information destroyed?</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is the policy concerning use of the PHR by individuals other than the consumer (i.e., proxies, providers)?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who can alter data in the PHR?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What happens to the data in the event of the supplier’s merger, acquisition, or dissolution?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is the policy for transferring the consumer’s information to another site?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To what extent is the consumer’s information used for data-mining?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are de-identified data shared with third parties, and if so, what choices does the consumer have regarding these practices?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How are requests for data from law enforcement and public health agencies handled?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DATA QUALITY AND ACCURACY</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What are the quality assurance policies concerning the data?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SECURITY AND ACCOUNTABILITY</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What are the measures the organization takes to protect the information under its control?</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What happens if a visitor has a query about their personal data?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What if they are not satisfied with how the organization deals with their query?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What internal and external audit practices does the organization follow?</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can the consumer access audit data?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENFORCEMENT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What mechanisms are in place to ensure that the privacy policy is enforced?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What mechanisms are in place to provide remedies when there are security breaches or other violations of privacy?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Sources:


OECD: Available at: http://www.oecd.org/document/1/0,2340,en_2649_34255_28863233_1_1_1_1,00.html.


ASTM, Standard Specification for Relationship Between a Person (Consumer) and a Supplier of an Electronic Personal (Consumer) Health Record. Available at: http://www.astm.org/cgi-bin/SoftCart.exe/DATABASE.CART/REDLINE_PAGES/E2211.htm?E+mystore.

Another useful resource is the work of the W3 Platform for Privacy Preferences (P3P) Project. Although its work has been suspended, P3P made an important contribution toward creating a machine-readable standard for expressing privacy preferences. See http://www.w3.org/P3P/.
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The document you are reading is part of the **Connecting for Health** Common Framework for Networked Personal Health Information, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Consumer Consent to Collections, Uses, and Disclosures of Information*

**Purpose:** Consumer-specific data is central to business in the Internet Age. At the same time, consumers continue to express deep concerns about privacy. Understanding acceptable practices to consummate the consumer’s consent is thus a critical component of a trusted electronic network.

We note, however, that today’s consent practices provide generally weak protection for the average consumer. This is due not only to the largely indecipherable notice statements and consent forms but also to advancing technologies and all of the complexities of health data streams and the legal and business environments discussed in the previous two chapters. Simply put, it is hard for consumers to know what they are consenting to on the Internet. Consent mechanisms, therefore, are necessary but insufficient by themselves to ensure the trustworthiness of consumer data streams. A consumer-protective approach includes all of the principles and practices outlined in the Common Framework. The combined practice areas are designed to protect against abuses regardless of whether consent has been obtained.

*Connecting for Health thanks Josh Lemieux, Markle Foundation, for drafting this paper. A special thanks to Marcy Wilder, JD, Hogan & Hartson LLP, and Joy Pritts, JD, Center on Medical Record Rights and Privacy, Health Policy Institute, Georgetown University, for providing extra reviews of this paper.*

Still, a fundamental characteristic of PHRs is that they should be voluntary and controlled by the consumer. The consumer should choose whether to open a PHR account. The consumer should choose what entities may access or exchange information into or out of that account.1 Consent mechanisms, therefore, are necessary but insufficient to ensure the trustworthiness of consumer data streams.

---
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This work was originally published as part of a compendium called *The Architecture for Privacy in a Networked Health Information Environment,* Connecting for Health, June 2006. Available at: [http://www.connectingforhealth.org/commonframework/docs/P1_CFH_Architecture.pdf](http://www.connectingforhealth.org/commonframework/docs/P1_CFH_Architecture.pdf).
Consent\textsuperscript{2} is the process of obtaining permission from an individual to use or disclose her personal information for specified purposes. By defining the bounds of what is permissible, the process of asking for consent should be viewed as providing protection both to consumers and to other participants of a network. It is also an opportunity to educate consumers about the service, its potential benefits, its boundaries, and its risks.

The optimal process for capturing meaningful consent, and its merits as a protection to consumers, remains the subject of much debate. In general terms, the debate has focused on whether consent should be “opt-in” or “opt-out.” These are too often polarizing and imprecise terms that have limited value in establishing a broad framework of policies that protect the privacy of health information. In fact, the framing of the “opt-in” or “opt-out” user-interface is as important a decision as determining whether to choose one over the other.\textsuperscript{3} Nonetheless, we discuss them here as they are the “terms of art” for the issues related to consent.

Opt-in assumes a refusal of consent unless the consumer specifically indicates otherwise (usually through a formal consent-granting process). Opt-out assumes consent unless the consumer specifically refuses (usually through a formal consent-refusal process). In online environments, such processes are typically presented as checkboxes that the consumer must click to exercise choices.

### Definitions for this Appendix

**Collection:** Any gathering of information as part of a Consumer Access Service. It may include information self-generated by the consumer. It also may include data from professional or other sources (e.g., doctors, labs, pharmacy services, imaging centers, ancillary services, medical devices, etc.)

**Use:** This includes all uses. We purposely avoid the term “secondary uses” — often described as uses of personal information for purposes other than those for which it was initially collected. Examples of uses of data include storage by the consumer as well as research, public health, or marketing activities by other authorized entities. Each use of information should be described specifically, rather than labeled as “primary” or “secondary.”

**Disclosures:** This includes passing of the consumer’s data to a third-party.

We recommend consent mechanisms that address the specific uses of personal health information, its sensitivity to the consumer, and the potential benefits and risks of its disclosure and use. The following questions help determine preferred practice:

---

\textsuperscript{2} For simplicity in this text, we make no distinction between “choice” and “consent.” Others have noted a distinction, however. For example, Pricilla Regan wrote: “The concept of consent has long been important in liberal political thought generally (the consent of the governed), as well as in many contractual settings (informed consent for medical treatment). Consent implies an active, affirmative agreement of the individual to engage in the activity in question. It also implies that the individual have some understanding of the implications of what is being consented to. The concept of choice has different philosophical roots and practical implications. Choice is an important component of individual autonomy as reflected in the Supreme Court’s decisions on reproductive privacy – the ability to choose or decide for oneself. Choice also has roots in market theories of consumer behavior and these roots provide much of the rationale and expectations underlying choice as a fair information practice. In the market setting, adequate information to make a choice is also important, but the information is often framed in terms of benefits and costs derived from choices. Choice addresses the rational, economic individual while consent addresses the political, social individual.”


**General consent:** Is it appropriate to capture the consumer’s consent to a particular data collection, use, or disclosure as part of the umbrella privacy and terms of use policies? (See **CP2: Policy Notice to Consumers**.)

- or -

**Independent consent:** Are particular data collections, uses, or disclosures more appropriately handled by asking the consumer to indicate specific agreement separately from her general agreement to policies and terms of use?

We note the following considerations about consent in the context of Consumer Access Services and PHRs:

- **Initial (i.e., general) consent is attached to a notice of privacy practices, and must be actively provided.** Because PHRs should be voluntary, there must be an initial process by which the consumer consents to initiate a PHR account. An opt-in mechanism is required to establish a relationship and the consumer’s acquiescence to the general policies (e.g., privacy policy and terms of use) of the service. Such policies must be closely tied in to the registration process. (See **CP2: Policy Notice to Consumers**.)

- **However, initial opt-in consent is only one piece of a trust relationship.** The question is not merely: “Did the consumer opt-in to the fine print?” It is not sufficiently protective to consumers to rely solely on their agreement to policies as part of the initial registration process. As we discussed above, many consumers cannot make informed or meaningful choices based on policy notices that they often do not read, or cannot understand even if they do try to read them. A full complement of practices in this Common Framework must be addressed, not just a “blanket” consent mechanism during an initial registration process.

- **Further, many factors may influence a consumer’s decisions.** This includes marketing, advertising claims, the brand, sponsor, and affiliations, and other “packaging.” For example, if a Consumer Access Service advertises itself as “safe,” or “private,” or “secure,” such claims can be presumed to help shape consumer expectations (more so, in many cases, than the notice of policies).

- **Choices should be meaningful.** All of the recommendations in **CP2: Policy Notice to Consumers** regarding clarity of language apply equally to consent mechanisms. Consumer Access Services must spell out clearly the consequences of each choice. Layered electronic notices, which afford general notice with links to more detailed information, may be a useful tool to provide the appropriate level of explanation for consumers to make meaningful, granular choices.

- **Consent should be easily amendable and revocable.** To the extent possible, consumers should have the ability to change their consent preferences at any time. It should be clearly explained whether such changes can apply retroactively to data copies already exchanged, or whether they apply only “going forward.”

- **Appropriate consent is contextual.** For example, it’s reasonable to expect that a PHR offered by a retail pharmacy chain would include a registered user’s history of prescriptions filled through its stores. However, the consumer may not expect that the pharmacy would obtain non-medication information about the consumer from other entities without obtaining independent consent. Similarly, a consumer might expect a provider-based PHR that offers secure e-mail with clinicians to have those communications imported into the provider’s EHR, but may not expect the publication of those communications in a journal article without specific consent.

- **Choices should be proportional.** The detail of a consumer’s consent should be proportional to the sensitivity of the data, its uses, and disclosures, as well as the sophistication of the consumer.4

---

• **Consent mechanisms should focus on reasonable expectations of an average consumer.** Consumer protection law provides a framework for determining whether consent for a given practice should be general or independent. A key question in consumer protection cases is whether, based on the company's overall actions and relationship with consumers, a reasonable person would be unaware of a practice in question.

    Therefore, the general standard for independent consent centers on a reasonable consumer's expectations and is rooted in the principle that choices be proportional (i.e., the more sensitive, personally exposing, or inscrutable the activity, the more specific and discrete the opt-in). Based on the service's overall product and packaging (and not just what is listed in the general privacy policy and terms of use), reasonable consumers would expect to be asked specifically about a given activity, then an independent consent mechanism should be provided. *\(^5\)

*Recommended Practice:*  
The general principle is that consumers should have meaningful choices spelled out in an understandable way. Consent mechanisms should set forth all collections, uses, and disclosures — including the reasons for such uses and disclosures. Consumer Access Services should obtain the consumer's agreement prior to any collection, use, or disclosure of personal data.

Data collections, uses, or disclosures of personal information that could be particularly sensitive or unexpected by a reasonable consumer, or any that pass the user's personally identifiable information to unaffiliated third parties, should be subject to additional consent and permissions (i.e., independent consent), which should be obtained from users in advance of the use or disclosure.

The tables below provide an example for how these principles could be put into practice for a variety of information that may be collected, used, or disclosed as part of a PHR or consumer data stream. We acknowledge that there is considerable burden, both for back-end systems and for consumers navigating a user interface, to highly granular permission sets.

Some consumers, with an established trust relationship with the service, may be comfortable forgoing the opportunity to give specific consent to specific uses and disclosures. Others may prefer to give specific consent to each type of requested use and disclosure. It may be appropriate in some cases to provide consumers with “default settings” and the ability to indicate whether or not they wish to exercise consent more or less granularly. Any default settings should bear in mind the “reasonable expectations” standard described above, and should clearly spell out the basic consequences of either accepting the default settings or changing them.

Because appropriate consent is contextual to a given relationship between a Consumer Access Service and the individual consumer, the table below is provided for general guidance. Whether an organization is covered by HIPAA, as well as what types of information it is sending to or receiving from a consumer application, will have some bearing on the appropriate approach to consumer consent. (See **CP1: Policy Overview** for a discussion of HIPAA coverage.)

---

\(^5\) It is possible that general consent and independent consent options be provided during the same registration process. For example, during initial registration, an individual could sign on to the general terms of service, then be given the opportunity to opt-in to a particular type of data exchange. In practice, it can be a complex choice to determine whether a particular activity should be part of general consent or offered as an independent choice. At the time of initial registration, the consumer may not be able to understand or anticipate all of the future uses the PHR service may ultimately make of her data. In some cases, blanket consent to a set of generally described uses and disclosures may not be meaningful.

\(^6\) We consider “affiliated” third parties to include those that, pursuant to a contract or agreement, collect, use, maintain, or disclose personally identifiable information on behalf of the PHR or Consumer Access Service (i.e., similar to a Business Associate under the HIPAA Privacy Rule). For example, a third party that maintains a server on behalf of the Consumer Access Service would be an affiliated third party. (See **CP1: Policy Overview** for a discussion of HIPAA Business Associates.) “Unaffiliated third parties” are third parties that collect, use, maintain or disclose such personally identifiable information for their own purposes or for the purpose of an entity other than the Consumer Access Service.
### When a service or application seeks to ... |
| Collect or use identifiable information\(^7\) directly from consumers ... |
| **It should ...** |
| • Provide adequate notice to consumers of practices used regarding personal data.  
  (Notice should include what information the service collects, the purpose for which it is collected, whether subsequent transactions of the same type will be covered under the initial consent, how long the data will be stored, etc.) *(See **CP2: Policy Notice to Consumers**.)*  
• Obtain consent from the consumer prior to collection or use of such data.  
  (Collections or uses that would be unexpected by a reasonable user should be subject to additional independent consent, which should be obtained from users in advance of the unexpected collection or use.)*

### When a service or application seeks to ... |
| Collect or use indirectly identifying information\(^8\) about consumers ... |
| **It should ...** |
| • All of the above, plus:  
• Set forth in policy notices all collections of indirectly identifying information — and the purposes and uses of such collections.  
• Obtain consumer's independent consent prior to disclosing to unaffiliated third parties any information that can be directly or indirectly identifiable to an individual. *(See **CT4: Limitations on Identifying Information**.)*

---

\(^7\) Examples of identifiable health information include:
- Contact information (e.g., name, address, e-mail address, phone number)
- Demographic information (e.g., date of birth, zip code, gender)
- Unique identifiers (e.g., social security number, health plan member ID)
- Health information (e.g., health status, lifestyle, habits, specific diagnoses, prognoses, test results, medications, medical services, health interests, health goals, family medical history, etc.)
- Financial information (e.g., credit card number and expiration date)
- Clinical and claims transactions

\(^8\) We loosely define “indirectly identifying information” as data that is not individually identifiable at the point of collection, but that may used to uncover identity through analytic or linkage tools, or at least build a more complete profile of an individual. Examples of such data include:
- Clickstream, cookies, web beacons, and other similar methods
- IP addresses
- Search strings
- Data from other information brokers (e.g., household income, number of children, homeownership or rental status, magazine subscriptions)
<table>
<thead>
<tr>
<th>When a service or application seeks to ...</th>
<th>It should ...</th>
</tr>
</thead>
</table>
| Collect or use identifiable information about consumers from unaffiliated third parties ... | • All of the above, plus:  
  • Obtain the consumer’s consent prior to collecting or using information about the consumer from unaffiliated third parties.  
  • Use an independent consent mechanism for collections or uses of third-party data that are likely to be unexpected by a reasonable consumer.  
  |  

| Disclose identifiable information to unaffiliated third parties ... | • All of the above, plus:  
  • Employ notice and consent mechanisms that set forth all disclosures of personal information to third parties — including the purpose for, the uses of, and the policies governing such disclosures.  
  • NOT disclose or expose to a third party information sufficient to identify a consumer, or to enable the third party to target the user directly, unless and until the consumer has provided independent consent to do so.  
  |  

<table>
<thead>
<tr>
<th>When a service or application seeks to ...</th>
<th>It should ...</th>
</tr>
</thead>
</table>
| Collect, use, or disclose “de-identified” data ... | • Provide adequate notice to consumers of the collections, uses, and disclosures of information designated as “de-identified data” — including the purposes for such collections, uses, and disclosures. Such notice should define what information is considered “de-identified,” describe what processes are employed to make it so, and explain the potential risks of “re-identification.”  
  • Obtain general consent from the consumer prior to collection, use, or disclosure of such “de-identified data.”  
  • Prohibit, contractually and/or through other means, any unaffiliated third parties to which “de-identified data” is disclosed from attempting to “re-identify” the data by, among other things, combining it with other databases of information. (See CT4: Limitations on Identifying Information.)  
  |  

---

9 As an example, a reasonable consumer might expect her doctor’s system to have gathered results from a third party laboratory service, or for her insurance company to know how much she paid as a co-pay. This type of information collected from third parties is less likely to be surprising to reasonable consumers. (See Appendix A of CT4: Limitations on Identifying Information for a contrasting example of a reasonable consumer being surprised by data sharing among third parties.)

10 Legitimate exceptions may include complying with reasonable requests from law enforcement authorities. General policies for complying with law enforcement requests should be stated in the policy notice. (See CP2: Policy Notice to Consumers.)
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Chain-of-Trust Agreements
The document you are reading is part of the Connecting for Health Common Framework for Networked Personal Health Information, which is available in full and in its most current version at http://www.connectingforhealth.org/.

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Chain-of-Trust Agreements*

Purpose: For personal health information to flow in or out of a consumer-accessible application, it may pass among two or more organizations. Each participant in such “consumer data streams” may have its own legal and business interests to protect. However, consumers should be able to trust the entire chain of entities and business processes that handle their personal health data. Contracts are one mechanism to bind partners to specified privacy and security policies regarding confidential information they exchange or share.

Like other policy areas in this framework, chain-of-trust agreements are often necessary in certain relationships, but not by themselves sufficient to create a privacy-protective environment. In practice, such contracts have significant weaknesses, including their lack of transparency to consumers and their inconsistent enforcement. For one, breaches may not be discovered because organizations may not rigorously monitor the behavior of all of their business partners. Secondly, if an accusation of breach occurs, enforcement depends on one party engaging another party in a legal action, most likely under contract law. Organizations often seek to settle legal disputes out of court — or avoid litigation altogether.

Still, chain-of-trust agreements serve as important instruments in encouraging “good network citizenship.” There are several possible relationships in which parties seek chain-of-trust agreements. HIPAA Business Associate agreements are one example. (See CP1: Policy Overview.)

There is a problem with scaling this chain-of-trust model, however. It is unreasonable, for example, for each doctor’s office to negotiate and sign a chain-of-trust agreement with every Consumer Access Service or networked PHR provider. Instead of each participant signing agreements with each other participant, it may be more practical if all participants agreed to a basic set of “network rules”—a set of common practices that each participant would sign and publicly commit to uphold. Although there are no such large-scale arrangements for Consumer Access Services or PHRs today, such models should be explored.

The HIPAA regulations permit consumers to request their personal health information directly from Covered Entities. Consumers may then store the information with any Consumer Access Service of their choice. In this case, the Consumer Access Service does not need a chain-of-trust agreement with the Covered Entity. The consent agreement(s) between the consumer and the Consumer Access Service should spell out the information-handling practices of the Consumer Access Service. (See CP4: Consumer Consent to Collections, Uses, and Disclosures of Information.)

A Consumer Access Service may not be regulated under HIPAA, and it may have unregulated relationships with many different types of third parties. In such cases, chain-of-trust agreements between the Consumer Access Service and its third parties are a prudent mechanism to discourage unacceptable actions. Such agreements should prohibit activities that

---

*Connecting for Health thanks Josh Lemieux, Markle Foundation, for drafting this paper.
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are inconsistent with fair information practice principles, such as the surreptitious re-identification of de-identified data without the consumer's knowledge or consent. The recommended practice language below is primarily intended for this scenario (i.e., an uncovered Consumer Access Service's relationship with unrelated and unregulated third parties), but it may be helpful in other relationships as well.

**Recommended Practice:**
Consumer Access Services should contractually bind third parties with which they share or exchange personally identifiable, partially identifying, and de-identified data to:

- Prohibit unauthorized use and disclosure of such data.
- Protect the data in accordance with policies and authorizations agreed to by the consumer, when applicable.
- Prohibit unauthorized attempts to identify de-identified data by, among other things, combining it with other databases of information. (*See CT4: Limitations on Identifying Information* for a discussion of personally identifiable, partially identifying, and “de-identified” data.)
- Notify the Consumer Access Service if the third party is aware of a breach or misuse of information in a form that carries significant risk of compromising the security, confidentiality or integrity of personal information. (*See CP5: Notification of Misuse or Breach.*)
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The document you are reading is part of the Connecting for Health Common Framework for Networked Personal Health Information, which is available in full and in its most current version at http://www.connectingforhealth.org/.

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Notification of Misuse or Breach*

**Purpose:** Secure and confidential data handling is a core responsibility for any Consumer Access Service. Part of this responsibility includes developing an advance plan on what the Consumer Access Service will do if something goes wrong. There have been many highly publicized inadvertent disclosures of sensitive personal data.

Our review of leading PHRs revealed a widespread lack of policy statements about responsibilities and actions that the company will take in the event of a breach or misuse of personal health information. (*See Appendix A of CP2: Policy Notice to Consumers.*)

California is the leader among several states that have enacted laws requiring companies to notify affected consumers when sensitive, personally identifiable data are disclosed into unauthorized hands, but such requirements are not yet universal.¹ Notification regarding health data breaches is controversial and subject to debate. Open questions include, for instance, what constitutes a breach? What types of data are at issue? What constitutes notice?

We recommend that Consumer Access Services develop policies for breach or misuse of information. Such policies should be posted as part of the publicly available notice of privacy and security policies. (*See CP2: Policy Notice to Consumers.*) Notwithstanding the lack of guidance or industry acceptance, Consumer Access Service policies should notify users of what the service believes to be a significant breach, how it will notify users when a breach occurs, and what recourse the user has in the event of a breach.

**Recommended Practice:**
A Consumer Access Service should notify individually any user whose personal information was, or is reasonably believed to have been, disclosed or acquired by an unauthorized person or party in a form that carries significant risk of compromising the security, confidentiality, or integrity of personal information.

---

The notification should be made in the most expedient time possible and without unreasonable delay, consistent with the legitimate needs of law enforcement or any measures necessary to determine the scope of the breach and restore the reasonable integrity of the data system. Notification practices should be consistent with state-of-the-art security standards and should be “risk-based” — tailored to the potential risk to the consumer and the size, complexity, and nature of the Consumer Access Service’s operations. A current “best practice” for notification is described by the California Department of Consumer Affairs.²
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The document you are reading is part of the *Connecting for Health* Common Framework for Networked Personal Health Information, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:

![Diagram of the Common Framework for Networked Personal Health Information]

- **Overview and Principles**
- **Consumers as Network Participants**
- **Consumer Access Practice Areas**
  - **Consumer Policy (CP)**
    - CP1: Policy Overview
    - CP2: Policy Notice to Consumers
    - CP3: Consumer Consent to Collections, Uses, and Disclosures of Information
    - CP4: Chain-of-Trust Agreements
    - CP5: Notification of Misuse or Breach
    - CP6: Dispute Resolution
    - CP7: Discrimination and Compelled Disclosures
    - CP8: Consumer Obtainment and Control of Information
    - CP9: Enforcement of Policies
  - **Consumer Technology (CT)**
    - CT1: Technology Overview
    - CT2: Authentication of Consumers
    - CT3: Immutable Audit Trails
    - CT4: Limitations on Identifying Information
    - CT5: Portability of Information
    - CT6: Security and Systems Requirements
    - CT7: An Architecture for Consumer Participation
Dispute Resolution*

**Purpose:** If they have concerns about their PHR or related services, consumers should have a transparent and easy-to-use process to resolve questions or disputes, such as:

- Misuse or breach of data. *(See CP5: Notification of Misuse or Breach)*
- Disputes about privacy or data collection, handling, uses, or disclosures.
- Disputes claiming unfair or deceptive business practices.
- Data quality or matching errors.

Examples of trust-building mechanisms include but are not limited to the following:

- **Online negotiation:** PayPal's online Resolution Center¹ is an example of a service that enables buyers and sellers to negotiate and resolve disputes. If they fail, the case escalates to a PayPal claim, which the company investigates and resolves.
- **Ombudsman:** Used frequently in governments and industries such as journalism, an ombudsman is designed to be a neutral office charged with hearing and investigating complaints from the public.
- **Call centers:** In some organizations, existing call centers may serve to handle questions or disputes from consumers.

Consumers ideally will have a clear and logical pathway with effective options to raise and resolve disputes. At minimum, consumers should be provided with information to set realistic expectations about the service's practices for responding to complaints, as well as let consumers know where else they might effectively address their concerns. For example, if a consumer believes there is an error in data imported into her PHR from a Health Data Source, the consumer ideally will have easy access to information about how to contact that Health Data Source to request a correction, and at minimum should be able to easily identify who that Health Data Source is. *(See CP8: Consumer Obtainment and Control of Information, Area 3: Requests to Amend or Dispute Entries.)*

**Recommended Practice:**

PHRs and Consumer Access Services should set clear expectations for how consumers may address complaints. Ideally, PHRs and Consumer Access Services will provide clear and logical pathways for consumers to address and resolve complaints. Installing an ombudsman to accept and manage user disputes in a fair and convenient manner is one such mechanism.

---

¹ Accessed online on August 22, 2007, at the following URL: [https://www.paypal.com/us/cgi-bin/webscr?cmd=xpt/CaseManagement/customerservice/EducationBuyerOverview](https://www.paypal.com/us/cgi-bin/webscr?cmd=xpt/CaseManagement/customerservice/EducationBuyerOverview) [registration required].
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Discrimination and Compelled Disclosures
Discrimination and Compelled Disclosures
The document you are reading is part of the *Connecting for Health* Common Framework for Networked Personal Health Information, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Discrimination and Compelled Disclosures*

Purpose: Recent Connecting for Health public opinion research found that more than half of respondents were "very concerned" that employers or health plans would gain access to electronic information intended for PHRs.¹ Worry about possible employment or insurance discrimination likely drives these high numbers.

CT1: Technical Overview discusses "business data streams" and "consumer data streams." Business data streams consist of transactions of personal health information among business partners conducted without a consumer view or participation. For example, consumers generally don’t see the transactions between their doctor’s office and the insurance company, or between the insurance company and its data warehouse, etc. Consumer data streams involve transactions of information into or out of a consumer-accessible application, such as a PHR.

In addition to the enforcement of existing anti-discrimination laws, any organization acting as Consumer Access Service or PHR supplier should maintain a “firewall” between consumer data streams and business data streams to ensure that data captured or stored in consumer applications are not used as a basis for discrimination.

Our Work Group recommends that all network participants treat consumer data streams distinctly — with higher levels of protection than existing business streams of health data. This practice area recommends tough language to bar discrimination or "compelled disclosures" — such as when the consumer’s authorization for release of data is required in order to obtain employment, benefits, or other services.

Discrimination

It is important to recognize that consumer data streams and networked PHRs may lead to a commingling or at least co-existence of data from a variety of sources, including the consumer. It would threaten the consumer’s trust in the entire network if the PHR were used as the source of information, no matter its origin, that affected an underwriting or employment decision. The Connecting for Health Common Framework policies for health information exchanges prohibit use of information for discriminatory purposes.² Similarly, employer groups have publicly stated that they will never access individually identifiable information generated and stored in the PHR services that they offer to their employees.


**Recommended Practice:**
The preferred practice is to guarantee that none of the information made accessible to or from the consumer’s application — that is, none of the consumer data stream — can ever be used to discriminate against consumers. In addition to complying with all anti-discrimination laws and regulations, all entities that access information in a consumer data stream should make public statements, and develop internal practices against using information in consumer data streams for purposes of discrimination. When appropriate, Consumer Access Services and PHRs should include anti-discrimination clauses in their contracts with partners. The best means of preventing information from being used for discrimination is to put in place strong policies and access control procedures.

It is noted that some organizations, particularly HIPAA-Covered Entities such as health plans and self-insured employers, collect personal health information to perform their business operations (i.e., as part of the business data stream) as well as offer Consumer Access Services. In addition to complying with all anti-discrimination laws and regulations, such organizations should use prudent practices such as implementing a “firewall” between consumer data streams and business data streams in order to prevent even the appearance of being able to use information in consumer data streams for purposes of discrimination.

**Compelled Disclosures**
According to the chair of the Subcommittee on Privacy and Confidentiality of the National Committee on Vital and Health Statistics: “Each year, as a condition of applying for employment, insurance, loans, and other programs, millions of individuals are compelled to sign authorizations permitting employers, insurers, banks, and others to access their personal health information for non-medical purposes. These authorizations are nominally voluntary; individuals are not required to sign them, but if they do not, they will not be considered for the particular job, insurance policy, loan, or benefit. In addition, for most of these authorizations, no limits are placed on the scope of the information disclosed or the duration of the authorization.”

Few laws or regulations place limits on such compelled disclosures. To date, most information released under such circumstances comes from what we call business data streams, e.g., from official medical records, etc.

If consumer data streams and PHRs are opened to such compelled authorizations, it will seriously undermine the public confidence in these new tools. If consumers fear that information in their networked PHR must be released to third parties considering their applications for employment, benefits, loans, etc., many will avoid health information services that might otherwise help them manage their health.

**Recommended Practice:**
Absent statutory protection from compelled disclosures, the emerging industry of Consumer Access Services should take a strong public and legal stand against third parties seeking to make their own access to consumer data streams and networked PHR information a condition of an individual’s employment, benefits, or other services important to the well-being of individuals.

---
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Consumer Obtainment and Control of Information
Consumer Obtainment and Control of Information
The document you are reading is part of the **Connecting for Health Common Framework for Networked Personal Health Information**, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Consumer Obtainment and Control of Information*

Purpose: Opinion surveys reveal that most Americans want to be able to get electronic copies of their health information. Generally, business data streams in health care provide consumers with few opportunities to control the flow of their data, particularly when third party payers are involved. (See CTI: Technology Overview.) In contrast, consumer obtainment and control are the core attributes of the copies of data that flow into and out of PHRs.

There is a substantial range of views about what constitutes “control” for consumers. Some clinicians worry about the reliability of consumer-sourced information, or are concerned that consumers might withhold or alter their records in a way that ultimately compromises their care. It is useful to reiterate three concepts that recur throughout this paper:

- **Copies:** Separate sets of copies can be controlled individually. If a consumer imports a copy of her information into a PHR, it does not mean that she will control the same information held at the original source. She controls only her copy.
- **Distinction between PHR and EHR:** PHRs are not a replacement for the record-keeping responsibilities of clinicians or other health entities. (See Health Application Terminology on page 2.)
- **“Source of truth”:** In a networked health information environment, various data holders, including consumers, keep multiple copies of health data. There is no default “source of truth.” Every piece of information must be evaluated based on many factors, including its source. Whether a patient fills out a clinical intake questionnaire, answers questions orally in the examining room, or transmits information from a PHR, the attending clinicians must make judgments about the completeness and validity of the information. (Intentionally or not, consumers have always had the ability to withhold or misrepresent information via any of these methods.) Similarly, patients cannot take for granted the completeness or accuracy of information held about them by the health professionals providing their care. (In fact, providing consumers with access to copies of the information about them can help all parties improve the accuracy and completeness of the information they hold.) A critical component of assessing the validity of information in an electronic environment is the automated electronic time-, date-, and source-
Health Application Terminology

The term “personal health records” is inadequate because of its emphasis on “records” as past information. To make sense of their health and health care, consumers likely want useful tools and convenient services more than mere records. Some prefer the term “personal health applications.” However, we use the term PHR because it has become a term of art. Below are the broad definitions we use for the applications used by health consumers and clinicians:

**Personal Health Records (PHRs)** encompass a wide variety of applications that enable individuals to collect, view, manage, or share their health information and conduct health-related transactions electronically. Although there are many variants, PHRs are intended to facilitate an individual's ability to bring together (or designate others to help them bring together) their personal health information into an application that the individual (or a designee) controls. PHRs may contain data developed and managed by health-related institutions as well as information developed by the individual.

**Electronic Health Records (EHRs)** are different from PHRs in that they are used by clinicians rather than consumers and patients. EHRs are designed to replace and improve upon the paper patient "chart." We do not envision PHRs as a substitute for the professional and legal obligation for recordkeeping by health care professionals and entities.

Stamping of all data transactions, and all data entries in PHRs and EHRs. (See **CT3: Immutable Audit Trails**.) This paper identifies six dimensions of consumer access and control in a networked PHR environment. The specific levels of consumer control may vary depending on the type of the Consumer Access Service and/or the PHR application in use. The following discussion recommends general practices and identifies areas that require further collaborative definition.

**Area 1: Consumer Requests for Personal Health Information in Electronic Format**

Consumers should have a convenient means to request electronic copies of their information from health data sources. We recommend that stakeholders work on a standard electronic messaging “envelope” for consumers to authorize health data sources to exchange electronic copies of their health information with Consumer Access Services of the consumers choosing, plus standard protocols for reliably routing such requests and authorizations. The concept is similar to online banking, in which consumers can download transaction histories in industry-standard formats from their multiple financial institutions into applications they control on their desktop computers.

**Recommended Practice:**

Consumer Access Services should facilitate convenient access for consumers to obtain copies of their personal health data in electronic formats. Requests on behalf of a consumer to obtain electronic copies of information about the consumer from Health Data Sources must be explicitly authorized by the consumer, and should conform to standard formats and protocols as such standards and protocols become available.

---

3 Some PHRs are provided directly by health care providers, providing consumers with view-only data from the institutional electronic health record. These may provide consumers with no functionality to append, alter, or delete information. Other PHRs may provide higher levels of consumer control, but fewer opportunities to share the information electronically with clinicians. A previous Connecting for Health Work Group explored issues related to the consumer’s ability to amend, append, or withhold data in PHRs. See Connecting Americans to Their Health Care: Work Group on Policies for Electronic Information Sharing Between Doctors and Patients, Markle Foundation, July 2004, p. 84-88. Available online at the following URL: http://www.connectingforhealth.org/resources/wg_eis_final_report_0704.pdf.

4 Work to define such a standard should consider, among other things, the lessons learned from the development of Open Financial Exchange (OFX) — an industry standard for consumer and small business online banking, bill payment, bill presentment, investment transaction download, and 401(k) account access. For technical information, see http://www.ofx.net/.
Area 2: Proxy Access to Account

It is generally agreed that PHRs should enable an individual account holder to designate someone else, such as a family member, caregiver, or legal guardian, to act on the account holder's behalf. Proxy permissions can vary depending on the individual account holder preferences and the role of the proxies. It goes beyond the scope of this paper to explore the application-level functionality of designating such permissions in detail.

The required policies involve complex tradeoffs, particularly where minor children may have health issues they'd prefer be kept private, but lack legal authority to block proxy access to their information (state laws and local practices vary widely in this regard), or where grown children are handling the health information or setting up an account for incapacitated parents. A proxy access protocol that may work well in one family context could be overly revealing or obstructive in a different household.

Similarly, appropriate proxy access protocols will necessarily vary depending, for example, upon whether the proxy is a lay guardian or caregiver, whether the individual is capable of designating a proxy, whether the proxy is initiating an account for a dependent child or parent, whether there is a special use case such as an unconscious patient in an emergency room, etc. Because these issues require deliberation beyond the scope of our Work Group, we offer only general recommendations:

**Recommended Practice:**
The consumer’s ability to designate proxy access should be as specific as feasible regarding:

- Authorization to data (such as read-only, write-only, read/write, or read/write/edit).
- Access to data types (e.g., access to all information, access only to medications, etc.)
- Access to functions (e.g., send a message to a provider, grant/revoke proxy access to someone else, etc.), when appropriate.
- Role permissions (e.g., health professionals, elective proxies selected by consumer, legal proxies determined by law such as parents or guardians of minors).
- Ability to further designate proxies (e.g., can those serving as proxies designate others as proxies?)

In addition, proxy access should be:

- Subject to the granting of separate authentication and/or login processes for proxies.
- Tracked in immutable audit logs designating each specific proxy access and major activities. (See **CT3: Immutable Audit Trails**.)
- Time-limited and easily revocable.

(Note: Time-limiting or revoking proxy access is typically on a “going-forward” basis; it will not “recall” information previously obtained and copied by a proxy. Example: A consumer named Millie provides proxy access to her caregiver and her doctor, then later revokes it. Both proxies had made electronic copies of Millie’s information into their own systems during the time they had legitimate access to Millie’s information. Millie’s act of revoking proxy access does not mean that the information her caregiver or her doctor obtained is somehow automatically “erased” or “withdrawn” from their systems. Those former proxies may keep or erase the copies of Millie’s information depending on the proxies own policies and obligations under which they obtained the information. In this example, the doctor’s obligation to retain information may differ substantially from those of the caregiver.) (See **Area 4: Retention of Information** below.)

Area 3: Requests to Amend or Dispute Entries

Under HIPAA, consumers have the right to request that information be added to their health data held by Covered Entities to make it more accurate or complete. Consumer Access Services, whether HIPAA-covered or not, have the potential to engage consumers in the essential and never-ending effort to improve data quality across the health sector. We recommend a multi-stakeholder effort to define a standard messaging envelope and markup language for consumers to request amendments or dispute entries to their information obtained through consumer data streams.

To the extent feasible, Consumer Access Services can facilitate the routing of such requests back to health data sources. This
practice area concerns only information that is professionally sourced (e.g., from a doctor’s office, hospital, lab, pharmacy, payer, etc.) We presume that consumers will be able to edit or delete their own data entries at will.

**Recommended Practice:**
Users should be able to identify any errors or omissions in the posted information and be afforded a process to communicate requests for changes back to the original source of information.

A Consumer Access Service should provide notice to users as to whether a request to modify a record requires that the user submit a request to the Consumer Access Service, or directly to the appropriate Health Data Source. If the former, the Consumer Access Service should provide an easy and convenient method for the consumer to request corrections. If the latter, the Consumer Access Service should notify the user that he needs to contact the Health Data Source directly. Ideally, the Consumer Access Service should provide information about how the user can contact the original source(s) of information that the consumer believes to be in need or amendment (e.g., the original source’s customer service 1-800 number).

Consumer Access Services should provide mechanisms to route data correction requests and responses between consumers and Health Data Sources electronically as standards and protocols for such requests and responses become widely available. Ideally, such standard messages will include:
- Consumer request for emendation or removal of data.
- Response back from Health Data Source confirming concurrence with request or reason for denial of request.
- Consumer’s dispute of data not changed, to be appended to data in question.

**Area 4: Retention of Health Information**
Statutes vary from state to state regarding the time that medical professionals are required to retain patient information. The average requirement for record retention is 5 to 7 years after the patient has last visited, although some states require data retention much longer. Information maintained in Consumer Access Services offered by health professionals or health care facilities may be subject to such laws. Many Consumer Access Services, however, are not offered by regulated health care professionals or facilities, and therefore generally are not subject to these state record retention requirements. In fact, there are no clear general guidelines for how long unregulated entities should store health information on behalf of consumers.

Our Work Group does not propose a general standard for a minimum or maximum time that a Consumer Access Service or PHR should retain information in an inactive consumer account. The participants did agree, however, that Consumer Access Services:

- Should provide adequate notice of their data-retention policies.
- Should retain information based on its specified purpose(s), and information should not be retained once its purpose(s) is completed.
- Should attempt to alert consumers before their records are scheduled to be deleted or made inaccessible, and should provide mechanisms for consumers to copy their information prior to it being deleted or made inaccessible. (See CTS: Portability of Information.)
- Should tailor data-retention policies according to their specific relationship with consumers. For example, a HIPAA-Covered Entity offering Consumer Access Services may wish to match its own record-retention policies as guided by state laws; whereas a subscription-based service offered by an uncovered entity may establish relationships based on shorter data persistence unless actively renewed by the consumer.
- Should reduce the risk of re-identification of individuals by, among other things, limiting the duration of storage of passively generated information that is not intended to be part of the consumer’s longitudinal health record (e.g., IP addresses, cookies, and web beacons).
**Recommended Practice:**
For organizations authorized by the consumer to store information as part of a consumer data stream, the data-retention practices of Consumer Access Services should be transparent to the consumer. Such practices should be part of the notice of policies. (See **CP2: Policy Notice to Consumers**.) Consumer Access Services and networked PHRs should develop and communicate unambiguous policies regarding the persistence of information they hold on behalf of consumers. Such policies should be based on the principles of purpose specification, use limitation, and data minimization. That is, information should be retained based on its authorized purpose(s), and not retained after such purpose(s) are completed.

For inactive accounts, preferred practices may include sending notices to the consumer, providing the consumer with the option to renew or extend the retention period, or to close out the account. Should the consumer fail to respond to such notices, there should be at least one notice shortly prior to the expiration of the data-retention period, explaining that the account will be rendered inactive as of its end date unless the consumer takes action to extend it.

To reduce the risk of re-identification of individuals, Consumer Access Services and PHRs should retain passively generated information that can be used to re-identify individuals (IP addresses, cookies, and web beacons) for shorter periods than information that is actively provided by the consumer or authorized Health Data Sources as part of a longitudinal health record. (See **CT4: Limitations on Identifying Information** for a more detailed discussion of this issue.)

**Area 5: Expunging of Information**
There are two circumstances in which information held by a Consumer Access Service on behalf of a consumer may be expunged:

1. According to the Consumer Access Service’s publicly available data retention practices (i.e., upon the end date of the consumer’s inactive account data retention period), and,
2. Upon request by the consumer, at any time during her relationship with the Consumer Access Service, including upon termination of account (see below).

By expunging, we mean rendering the information inaccessible from live servers if not deleting it outright, and storing any remaining information in ways that make it unable to be reconstructed in an individually identifying manner. Because reasonable consumers are often unaware that information that they “delete” within their own applications may often persist in other data stores or caches, it is vital that the end result of the “expunging” activity be clearly stated and transparent. We anticipate that expunging will often occur in conjunction with requests to terminate an account.

**Recommended Practice:**
Consumer Access Services should provide a mechanism for their users to request expunging (as defined above) the information held in their accounts. To the extent feasible, a Consumer Access Service should enable consumers to request expunging of information in whole or in part. Upon request by the consumer to expunge information, the Consumer Access Service should provide a mechanism for consumers to make copies of their information to the extent feasible. (See **CT5: Portability of Information**.) Once the consumer has confirmed a request to expunge information, the Consumer Access Service should carry out such action without delay and within a reasonable timeframe.

Consumer Access Services should provide the requesting consumer with timely notice of the status of requests for account termination and/or expunging of information. Such notice of status should clearly state the consequences and actual definition of “expunging” of information.

Regarding requests for expunging of information, the Consumer Access Service should delete the information to the extent feasible and, absent full deletion, at a minimum render the information inaccessible from live servers and take care to ensure that any retained information is stripped of personally identifying data. If there is potential for a Consumer Access Service to be sued for giving unauthorized access to a PHR, the Consumer Access Service should render the information...
inaccessible to others but maintain an internal copy of identifiable information for defense purposes.

**Area 6: Termination of Account**

Just as the initiation of a PHR account must be voluntary, so must the termination of an account be a viable consumer choice.

**Recommended Practice:**
A Consumer Access Service must provide an easy-to-use mechanism for its users to terminate an account. Upon request of the consumer for account termination, the Consumer Access Service shall carry out such action without delay and within a reasonable timeframe.

Such mechanism should:

- Clearly state the consequences and actual definition of account termination.
- Provide a timely notice of the status of the request and any necessary follow-up communication to keep the consumer aware until such termination is complete.
- Provide, prior to account termination, an easy-to-use option for the consumer to export information to a personal computer or other Consumer Access Service. *(See CTS: Portability of Information.)*
- Provide the consumer with an option to expunge information.
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Enforcement of Policies
Enforcement of Policies
The document you are reading is part of the "Connecting for Health Common Framework for Networked Personal Health Information," which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Enforcement of Policies *

All participants in health information networks must confront the question of how policies and practices will be enforced. Many consumers and decision-makers in the business community are likely to perceive an unregulated environment for Consumer Access Services and networked PHRs to be risky and unsafe for the long term. Further, policies and practices that vary widely between entities will be confusing. (See CP1: Policy Overview.) It is important, moreover, to encourage competition and innovation that leads to higher levels of privacy and security protections for consumers.

In the absence of new federal law, rules are needed to bind Consumer Access Services and PHR suppliers to a set of agreed-upon policies and practices. The discussion should consider a full range of possible enforcement options. The advantages and disadvantages of additional enforcement mechanisms should be robustly debated to determine what additional means are optimal, which may vary depending on the type of policy to be enforced.

Among the mechanisms to consider:

Future Enforcement Option 1: Strengthen Oversight and Enforcement of Current Law

• Potential advantages: Existing laws (mainly the HIPAA Privacy Rule and FTC authority) provide a range of mechanisms for federal regulators to enforce current privacy protections. The Office for Civil Rights (OCR) at the Department of Health and Human Services (HHS) has authority to investigate complaints under the Privacy Rule and to impose civil penalties. The U.S. Department of Justice (DOJ) is empowered to investigate potential criminal violations of the Privacy Rule and to seek criminal penalties where appropriate. Further, the Federal Trade Commission (FTC) has the authority to investigate violations of privacy under its general authority to punish “unfair and deceptive” trade practices; the FTC uses this authority, for example, against entities that violate their published privacy policies. HHS could improve enforcement and even have an impact on entities and services not covered by HIPAA by issuing guidance on key issues. For example, HHS could develop a model privacy notice, just as it has issued a model Business Associates agreement. (See CP1: Policy Overview.)

• Potential disadvantages: Enforcement of the HIPAA Privacy Rule has not been robust. OCR has received nearly 30,000 voluntary complaints alleging violations of the Privacy Rule, but has not yet imposed a civil penalty. In a few cases, the DOJ has brought criminal charges, mainly where medical records were used for financial fraud, identity theft, or to reveal an individual’s identity. Moreover, HIPAA does not cover many Consumer Access Services and PHRs. The FTC is just beginning to assess its role in enforcing privacy for health information services on the

This practice area addresses the following Connecting for Health Core Principles for a Networked Environment*:

8. Accountability and oversight

9. Remedies

Internet. Nor has this emerging market adopted comprehensive, agreed-upon privacy notices. Gaps and uncertainties in current law make its enforcement in this regard mostly inapplicable to many Consumer Access Services.

**Future Enforcement Option 2:** Amend HIPAA to Extend the Privacy Rule to Cover Consumer Access Services and PHRs That Are Not Currently HIPAA-Covered

- **Potential advantages:** Some suggest that amending existing law may be an effective mechanism for achieving national standards that support the development of Consumer Access Services with privacy and security safeguards in place. A wide variety of constituents and perspectives can be considered in a federal forum (hearings, reports, public comment) that may result in either a significant consensus, or a set of minimum standards from which to begin.
- **Potential disadvantages:** There is a widespread lack of enthusiasm and outright resistance to “re-opening” HIPAA, some of which may be rooted in a desire to avoid new regulation, but which also seems to be a side effect of what some consider to be a history of divisiveness, confusion, and misinterpretation experienced in its creation and implementation (most recently documented by HISPC). To date, the capacity of the HHS Office for Civil Rights has not been adequate to meet the demand for guidance and enforcement. Amending HIPAA to cover Consumer Access Services may re-ignite old disagreements regarding the statutory constraints of HIPAA and may stifle rather than encourage the development of Consumer Access Services.

1 On April 24, 2008, the FTC held a workshop on this subject. Presentations accessed online on May 8, 2008, at the following URL: http://www.ftc.gov/bc/healthcare/hcd/index.shtm.


(See **CP1: Policy Overview** for further discussion on the HIPAA Privacy Rule and emerging Consumer Access Services and PHRs.)

**Future Enforcement Option 3:** Enact Separate Federal Laws Specifically to Govern Consumer Access Services

- **Potential advantages:** Enacting separate laws for Consumer Access Services and PHRs may avoid the challenges involved in amending HIPAA and may provide an opportunity for a fresher, more contemporary approach to regulating emerging health information products, services, and entities.
- **Potential disadvantages:** New laws, separate from HIPAA, may be interpreted as “re-inventing the wheel,” instead of building on the policies and practice framework already promulgated in the HIPAA Privacy and Security Rules.

**Future Enforcement Option 4:** Strengthen and Modernize State Laws to More Clearly Address Privacy

- **Potential advantages:** States can be leaders in the innovation of privacy protections. State laws could be updated to apply to changes in the health care and information environments. A hybrid model, which has been considered in other sectors, would give state Attorneys General the authority to enforce federal rules, thereby drawing on the resources of those offices.
- **Potential disadvantages:** Enacting new laws that vary from state to state will contribute to the uneven patchwork of protections that exist today. Given that Consumer Access Services, PHRs, and other health information-sharing efforts are not always geographically defined, a geographically based regulatory approach may prove to be impractical, expensive, and confusing in a networked environment.
**Future Enforcement Option 5:** Leverage the Buying Power of Government and Employers by Requiring Adherence to Certain Policies as a Condition for Procurement

- **Potential advantages:** Health care "purchasers" include the federal government and states with Medicare and Medicaid programs for citizens and health benefits packages for public employees, as well as employers that contract for provider and payer services on behalf of employees. Medicare and Medicaid alone account for more than one-third all of health care expenses. It could potentially have a significant accelerating impact if government programs and employer coalitions required that their contractors adhere to certain practices to improve the consumer's ability to obtain electronic copies of their information, as well as to protect personal information from misuse or abuse. Of course, the government has several tools to ensure compliance with its contracts, ranging from withholding business or payment to regulatory action or even criminal prosecution (presumably in egregious cases).

- **Potential disadvantages:** It is difficult for large federal agencies and employer coalitions to define the optimal level of requirements to achieve intended consequences and avoid adverse unintended consequences. For example, requirements could be too heavy-handed or too rigid, perhaps locking in certain contractors or technologies and thereby stifling competition or innovation.

---

**Future Enforcement Option 6:** Encourage Self-Attestation with Third Party Validation

- **Potential advantages:** Consumer Access Services could adopt an industry standard requiring that they be audited by independent organizations. Participating Consumer Access Services would publish statements indicating their conformance to industry standards and would subject themselves to independent validation of their claims. Such validation could be performed by independent entities, which could also inspect the compliance of the Consumer Access Service’s business partners. Such a requirement could signal greater transparency in the industry, with greater accountability and controls. Other models of certification or accreditation may be relevant.

- **Potential disadvantages:** Until there are industry standards upon which to validate Consumer Access Services, this option is not practical. Even if standards were available, however, this option poses additional challenges. First, it is difficult to structure validation entities to be truly independent of the entities they examine. Second, validation and certification are most successful when specific technical requirements can be specified through an industry-accepted process, then tested separately via trusted and independent bodies. Third, privacy practices usually reflect the behavior of organizations and individuals, and thus cannot be prospectively tested. Fourth, certification is inherently conservative, reflecting current industry capabilities. In a new area such as Consumer Access Services, where best practices have not been validated, it is important to encourage innovative ways to achieve privacy and individual control, rather than bind the industry to current, largely inadequate, options.

---

**Future Enforcement Option 7:** Encourage Consumer-Based Ratings and Online Community-Based Self-Policing

- **Potential advantages:** “Web 2.0” applications increasingly rely on consumers to rate services (e.g., hotels, restaurants), products (e.g., movies, books, cars, appliances), and people (e.g., blog posts, eBay transactions), etc. Such “community policing” is extremely efficient, given that the content is generated for free by consumers. Composite data from consumer surveys can be especially helpful when combined with independent testing, as is done, for example, by Consumer's Union or PC Magazine.

- **Potential disadvantages:** Online forums can devolve into polarizing discussions. They also can take a while to build a critical mass of data that is useful for comparing various services. More importantly, many consumers are simply not in a position to rate the data-handling practices of Consumer Access Services, since many critical backend activities are not observable.

**Conclusions**

It is clear that there will not be one single mechanism that optimally and comprehensively enforces the full complement of practices in a Common Framework for Networked Personal Health Information. Instead, it is likely that enforcement will best be achieved by a mix of strategies, tailored to the specific practices identified in the proposed framework. Even achieving enforcement of any given practice may require a mix of approaches. It is also likely that effective enforcement will have to evolve over time. Because we expect Consumer Access Services to develop incrementally, it is difficult to imagine a “big bang” approach to enforcement that will be able to encompass the complexity of the market and the ongoing changes in business models for Consumer Access Services. The states may experiment with various approaches, while federal policymakers may take an incremental approach, addressing some issues before others. Finally, it is clear that participants in the policymaking process should keep in mind the full Common Framework, and not overemphasize one practice to the exclusion of the others, for they are intended to function, over time, as an inter-related whole.
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The document you are reading is part of the *Connecting for Health* Common Framework for Networked Personal Health Information, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:

```
The Common Framework for Networked Personal Health Information

<table>
<thead>
<tr>
<th>Overview and Principles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumers as Network Participants</td>
</tr>
<tr>
<td>Consumer Access Practice Areas</td>
</tr>
</tbody>
</table>

**Consumer Policy (CP)**
- **CP1** Policy Overview
- **CP2** Policy Notice to Consumers
- **CP3** Consumer Consent to Collections, Uses, and Disclosures of Information
- **CP4** Chain-of-Trust Agreements
- **CP5** Notification of Misuse or Breach
- **CP6** Dispute Resolution
- **CP7** Discrimination and Compelled Disclosures
- **CP8** Consumer Obtainment and Control of Information
- **CP9** Enforcement of Policies

**Consumer Technology (CT)**
- **CT1** Technology Overview
- **CT2** Authentication of Consumers
- **CT3** Immutable Audit Trails
- **CT4** Limitations on Identifying Information
- **CT5** Portability of Information
- **CT6** Security and Systems Requirements
- **CT7** An Architecture for Consumer Participation
```
Technology Overview*

The health sector has long lagged other sectors in replacing paper recordkeeping with more efficient electronic information technology. Although health care reformers justifiably bemoan the long delays in modernizing health care, there is a large and growing store of digital health data. It includes electronic claims, e-prescribing and pharmacy dispensing scripts, images, labs, and information captured by clinicians in electronic health records (EHRs). Paralleling the slow expansion of digital health data used by providers and businesses, the last few years have also seen increased interest in PHRs as tools for consumers to better manage their health and health care.

Both trends are potentially beneficial. Both can help get the right information to the right people in a timely way. One way to look at the two trends is as separate categories of health data streams. We’ll call them “business data streams” and “consumer data streams.”

In both areas, but particularly in consumer data streams, no dominant suppliers have emerged. The role of federal or state oversight remains uncertain and contentious. Many social and political discussions are developing that reflect significant concerns about inappropriate uses of electronic personal health information, including the perceived risk to employment, insurance coverage, reputation, identity, or exposure to unauthorized marketing or solicitations. For these reasons, now is the critical time to examine the emerging digital data flows.

In the Digital Age, ‘Copies’ Are What Matter

In an electronic environment, information can be rapidly copied and shared. A piece of data captured in one place may be forwarded to another, then another, and so on. Each time, the “sender” does not erase the data after passing it on. A copy is typically stored at each place. And each party that touches the data may add or modify information according to its business needs.

Because of this frequent copying and modifying, it is not useful or practical to discuss “ownership” of data in health care, in the sense that an owner of a paper file can allow use of the file without providing a copy. In the digital world, use of data proliferates copies as a side effect. And those copies, once made, must be retained by some recipients (e.g., medical professionals), by law. It is also not useful to apply old paradigms to protecting data such as locked file cabinets or creating lock boxes of electronic data. It is, however, critical to talk about proper custodianship of electronic personal health information copies — and under what authorizations and circumstances those copies may be shared.

The liquidity of health data copies creates both benefits (e.g., rapid retrieval, data analytics) and risks (e.g., personal privacy, errors).

Business Data Streams in Health Care

Throughout life, the typical consumer’s health data is scattered among many health care providers, payers, clearinghouses, and other services (some of which are largely unknown to the public). Digital information flows through the health sector based on business requirements, typically with a complex series of handoffs stemming from business relationships. For example, Appendix A follows the data trail of a single drug prescription, the most common clinical transaction. Just to put the pills in the bottle, under the “simple” scenario, there are 10
different electronic copies of the information stored in various databases. The following are general observations about business data streams:

- There are multiple copies captured, cached, and/or warehoused at multiple locations. Electronically networked information can rarely be deleted without a trace.
- Businesses play various roles in the data stream. The personal health data copies create business value at various points. Just a few examples of copies creating value in aggregate or personal form (See “Complex Case,” in Appendix A):
  - Data aggregation companies sell de-identified prescription data to pharmaceutical companies, which use it in their sales representative meetings with physicians.
  - Large claims clearinghouses sell data analytics services to payers or employers.
  - Copies also are sent to preferred provider organizations for pricing, disease management companies for direct intervention, specialized services to detect fraud, etc.
- Different business entities participate at each handoff, with different business objectives and motivations. They may maintain different relationships with consumers, providers, payers, employers, etc. They each may have different internal policies and practices. And each may handle different subsets of the data, as information is continually filtered, scrubbed, augmented, etc., along the way.
- There are many potential points of vulnerability and exposure — in various repositories, archiving/backup, and hacking.
- The consumer has limited exposure to most business data streams. The typical consumer has no convenient way to know how her data will be stored or merged with other files, or re-identified. In short, it's very difficult for an individual to learn or understand very much about existing and emerging business health data streams.

**Consumer Data Streams**

We distinguish consumer data streams as the flow of personal health information into and out of consumer-accessible applications such as PHRs. There are increasing opportunities for consumers to participate in consumer data streams. Consumers are increasing their own contributions to new data streams by uploading health-related content about themselves to various Internet services. We are witnessing a proliferation of data streams through new services offering consumers the ability to obtain copies of information captured about them at various points along the business data stream. Large integrated delivery networks, employer groups, and payers have all launched plans to supply individuals with PHRs that can be pre-populated with personal health information from various sources.

There are several barriers, however, to such initiatives becoming interconnected on an open network. The current evolution of PHRs and Consumer Access Services reflects the fragmented health care sector. The current direction is that many of the more sophisticated PHR products will be based on specific business relationships with specific populations of consumers (e.g., integrated delivery networks, health plans, and employers offering PHRs to their respective members/employees). Many Health Data Sources are likely to favor their own PHRs, if they exist, over applications offered by third parties. New Consumer Access Services face a difficult task of negotiating contracts with the many Health Data Sources, each with its own business considerations and legal hurdles, in order to gain access to consumers’ personal health data.

Secondly, data captured at any one point is often not valuable to consumers. It often needs to be combined with information from other sources and then given proper interpretation to be useful. Consumers will likely need new services to collect and add value to copies of their health data. (See Consumers as Network Participants)

A further privacy consideration is that the new consumer data streams will produce new generations of data copies and stores. There will be ever more opportunities for organizations to capture, combine, and share health information
about individuals. These new data sets include things like:

- IP addresses, cookies, and web beacons and similar technologies.
- Search keywords (which can be revealing about an individual's health concerns and often can be tied back to the individual).
- Information contributed by consumers (e.g., PHR data entries, patient diaries, consumer ratings services, online community posts).
- Information collected from health monitoring devices (e.g., blood pressure, blood glucose, etc.).
- Information collected by consumers (e.g., scanned documents and images, etc.).
- Genetic information.

(See Appendix A of CT4: Limitations on Identifying Information for a discussion of how “partially identifying data” can be combined with other information to establish identity.)

The emergence of consumer data streams poses a challenge to traditional health care institutions. Technology companies with powerful global brands operate within a vastly different business culture from health care organizations. They have different relationships with consumers, and separate legal and regulatory frameworks. Increased technology innovation and consumer participation will challenge traditional health care organizations as they seek the attention of the 21st Century patient/consumer, who is increasingly accustomed to Internet-based services in other sectors, such as finance or travel. Faced with increasing out-of-pocket health costs, as well as personal and societal needs for better health self-management, today's consumers need better tools as well as assurances that their information will be handled according to fair information practices.
Appendix A: Data Flow Scenarios

The following scenarios are designed to illustrate electronic data streams for the most common transaction in health care: a drug prescription. The first scenario describes a common and simplified set of transactions stemming from a small clinical practice. The second scenario adds sophistication and complexity, depicting transactions that are less common today (although they may become more common in the emerging electronic environment). The additional transactions increase potential value for many stakeholders, including the consumer, but also heighten the risk to privacy and security due to multiple round trips across data sources and copies being held by an increasing array of parties.

Note: The numeric sequence of “copies” below is designed to help the reader understand the parties that create and receive information related to a prescription transaction. A real-world chronology would be different than the sequence reflected here, as some transactions are batched with longer lag times than others.

Scenario 1 (SIMPLE)
Radhika Parekjhi, MD, works for a small practice that does not have an electronic health record (EHR) or e-prescribing application. The practice does, however, utilize practice management software for electronic claims submittal. Steve Jones, a pharmacist with ACME Pharmacy Chain, performs his work using a pharmacy information system that includes e-prescribing functionality.

- In follow-up to receiving abnormal blood test results at a health fair, Millie Robin makes an appointment to see Dr. Radhika Parekjhi.
- At the appointment, Dr. Parekjhi reviews Millie’s current health status and health history (including her abnormal lab results), performs an exam, and orders additional tests. Based on this information, Dr. Parekjhi diagnoses a medical condition and decides to prescribe a new medication. (Millie’s doctor’s office stores this information, **copy 1-1**, in the paper chart for Millie at the practice. The “1” designates a copy that includes “identifiable” data.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Millie (patient)</td>
<td>• Demographic/Contact • Insurance • Employment • Provider seen/referred • Biometric data (e.g., blood pressure) • Diagnoses/Problem list • Procedures • Medications • Allergies • Immunizations • Hospitalization history • Laboratory results • Other health history (e.g., family history of heart disease) • Lifestyle history (e.g., smoker) • Social history (e.g., married)</td>
<td>Information provided by Millie in the context of her appt. w/ Dr. Parekjhi</td>
<td>Millie --&gt; Patient Registration <strong>(Paper chart)</strong> Millie --&gt; Dr. Parekjhi and staff <strong>(Paper chart)</strong></td>
<td>I-1 (paper)</td>
<td>• Visit history • Doctor progress notes • Other information specific to care received at this practice</td>
</tr>
</tbody>
</table>
• After reviewing Millie’s current medications, problem list, and medication allergies, Dr. Parekjhi finds no contraindications or interactions and decides to prescribe medication “X” to treat Millie’s newly diagnosed medical condition.
• Dr. Parekjhi writes a paper prescription for medication “X” and hands it to Millie.
• Dr. Parekjhi completes documentation for Millie’s encounter, and the following day a coder employed by the practice electronically submits a claim to Millie’s Health Plan (Payer) for payment. This information includes Millie’s diagnosis, procedural and other personal health information.¹
  o A Claims Clearinghouse entity receives the claim, processes it, and sends it to Millie’s Payer in the Payer’s required format. (Clearinghouse stores copy 1-2.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctor office paper chart</td>
<td>Demographic/Contact • Insurance • Health claim type (e.g., Workman’s Comp) • Prescriber ID (e.g., DEA#) • Employment • Diagnoses • Procedures (including the CPT code that contains the prescribed medication)</td>
<td>Health claim submitted to Payer</td>
<td>Doctor’s office --&gt; Claims Clearinghouse</td>
<td>1-2</td>
<td>Other claims submitted to same Clearinghouse</td>
</tr>
<tr>
<td>Clearinghouse</td>
<td>De-identified data</td>
<td>Generate revenue</td>
<td>Claims Clearinghouse --&gt; Health Care Market Research Company</td>
<td>DI-1</td>
<td>n/a</td>
</tr>
</tbody>
</table>

o The Clearinghouse sells aggregated de-identified data to research companies as part of its revenue model. (A Health Care Market Research Company stores de-identified copy DI-1. “DI” stands for data that has been “de-identified”.)

• Millie’s Payer receives the claim from the Clearinghouse and adjudicates the claim. (Payer stores copy I-3.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clearinghouse</td>
<td>• Demographic/Contact</td>
<td>Claim processing completed; ready for adjudication</td>
<td>Claims Clearinghouse --&gt; Payer</td>
<td>I-3</td>
<td>Other claims for Millie submitted to this same Payer</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Health claim type (e.g., Workman’s Comp)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., DEA#)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Diagnoses</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Procedures</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

○ Millie’s Payer sends a de-identified copy of Millie’s data to a third-party organization for data analysis. This third-party stores copy DI-2.

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payer</td>
<td>De-identified data</td>
<td>Analysis on quality and effectiveness</td>
<td>Payer --&gt; Data Analytics Company</td>
<td>DI-2</td>
<td>n/a</td>
</tr>
</tbody>
</table>

• Millie arrives at her Pharmacy and hands the paper prescription to a pharmacist assistant. As required by protocol, the assistant confirms Millie’s information and collects additional information required to process/fulfill the prescription. (Millie’s Pharmacy stores the information in its system, copy I-4.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Millie’s prescription</td>
<td>• Demographic/Contact</td>
<td>Millie presents in-person to fill her new prescription</td>
<td>Millie’s paper prescription --&gt; Millie’s Pharmacy</td>
<td>I-4</td>
<td>Other prescriptions filled at this Pharmacy (and chain if applicable)</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication prescribed (medication “x”)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
- The pharmacist assistant who receives Millie’s prescription makes a “Formulary and Benefits and Drug Utilization Review” request via the Pharmacy's information system to Millie’s Pharmacy Benefits Manager (PBM) via a pharmacy claims processing network or via a direct connection between the Pharmacy and the PBM. (Millie’s PBM stores copy I-5.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Pharmacy --&gt; Millie's PBM (via claims processing network)</td>
<td>I-5</td>
<td>Claims-based Rx history data, specific to the PBM</td>
</tr>
<tr>
<td></td>
<td>• Medication prescribed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(medication “x”)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Millie’s PBM sends the requesting Pharmacy a response message which includes a confirmation of Millie’s medication benefits eligibility (i.e., whether the PBM accepts or rejects the claim), Millie’s co-pay for medication “X,” and a message indicating that no medication interactions were found based on Millie’s medication history (as known by this PBM). Millie’s Pharmacy stores copy I-6.

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Millie’s PBM</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Millie's PBM (via claims processing network) --&gt; Pharmacy</td>
<td>I-6</td>
<td>Other prescriptions filled at this Pharmacy (and chain if applicable)</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Interaction alert(s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Pharmacist Steve Jones fills the prescription and Millie pays the co-pay.
  - Because the Pharmacy is part of a larger chain, a copy of Millie’s prescription transaction is sent to the Pharmacy’s Central Data Warehouse. (The Pharmacy’s central data warehouse stores copy I-7.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Pharmacy --&gt; Pharmacy’s Central Data Warehouse</td>
<td>I-7</td>
<td>Other prescriptions previously filled by this Pharmacy chain</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s) prescribed and/or dispensed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
• The Pharmacy submits a claim to Millie’s PBM for payment. (Millie’s PBM stores copy I-8.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td>Pharmacy requests payment for Millie’s medication</td>
<td>Pharmacy --&gt; Millie’s PBM</td>
<td>I-8</td>
<td>Other claims for Millie submitted to this PBM for adjudication</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s) prescribed and/or dispensed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Claim information</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• Millie’s PBM adjudicates the claim and sends it to Millie’s Payer for payment. (Millie’s Payer stores copy I-9.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td>Payment of medication claim</td>
<td>Millie’s PBM --&gt; Millie’s Payer</td>
<td>I-9</td>
<td>Other claims for Millie submitted to this Payer</td>
</tr>
<tr>
<td></td>
<td>• Adjudicated claim</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• Millie’s Payer sends Millie’s adjudicated claims data ready for payment to a Third Party Administrator (TPA) that pays each claim (the doctor’s visit and Pharmacy claim) and sends Millie an Explanation of Benefits (EOB) detailing financial components of her visit with Dr. Parekjhi, including the amount billed, amount eligible for payment, insurance benefit paid or applied to deductible, and Millie’s expected remaining balance due. (The TPA stores copy I-10.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payer</td>
<td>• Demographic/Contact</td>
<td>To enable the TPA to pay Millie’s claim and send Millie an EOB</td>
<td>Health Plan (Payer) --&gt; Third Party Administrator -&gt; Millie</td>
<td>I-10</td>
<td>Other adjudicated data about Millie received by this TPA</td>
</tr>
<tr>
<td></td>
<td>• Millie’s adjudicated claims data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• Millie’s PBM may be allowed to de-identify the transaction and send this de-identified data to a Pharmaceutical Manufacturer and/or sell it to a Pharmaceutical Market Intelligence Company. (The Pharmaceutical Manufacturer and Pharmaceutical Market Research Company each store a copy of Millie’s de-identified data, copies DI-3.)
### Scenario 2 (COMPLEX)
Jennifer Smith, MD, works for a hospital medical group that uses practice management software and an electronic health record (EHR) that includes e-prescribing and electronic claims submittal functionality; Steve Jones, a pharmacist with ACME Pharmacy Chain, performs his work using a pharmacy information system that includes e-prescribing functionality.

- In follow-up to receiving abnormal blood test results at a health fair, Millie Robin makes an appointment to see Dr. Smith.
- At the appointment, Dr. Smith reviews Millie’s current health status and health history (including her abnormal test results), performs an exam, and orders additional tests. Based on this information, Dr. Smith diagnoses a medical condition and decides to prescribe a new medication. (The Hospital's EHR stores a copy of this information, copy I-1. The “I” designates “identifiable data.”)

### Table 2.2 (Sample)
<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBM</td>
<td>De-identified data</td>
<td>Generate revenue or fulfill contractual obligations</td>
<td>PBM --&gt; Pharmaceutical Market Research Company</td>
<td>DI-3</td>
<td>n/a</td>
</tr>
<tr>
<td>Millie (patient)</td>
<td>• Demographic/Contact</td>
<td>Millie’s appt. w/ Dr. Smith</td>
<td>Millie --&gt; Patient Registration/ Scheduling (Hospital PMS/ EHR)</td>
<td>I-1</td>
<td>• Doctor progress notes</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td>Millie --&gt; Dr. Smith and staff (Hospital EHR)</td>
<td></td>
<td>• Visit history</td>
</tr>
<tr>
<td></td>
<td>• Employment</td>
<td></td>
<td></td>
<td></td>
<td>• Other information specific to care received at Hospital</td>
</tr>
</tbody>
</table>
• Before proceeding, Dr. Smith uses her e-prescribing tool to make an Rx History Request. This request is for the past 120 days of Millie’s retail prescription history and includes Millie’s Name, DOB, and Gender. This information is submitted electronically and routed through SureScripts Pharmacy Health Information Exchange (PHIE). (SureScripts and Hospital’s EHR store copies 1-2 and 1-3, respectively.) (Note that alternatively, Dr. Smith’s e-prescribing tool may allow her to request a Claims Medication History from Millie’s PBM to receive prescription history from all pharmacies, including mail-order, for which Millie used her medication benefits. However, the specifics of this alternative scenario are not covered here.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital EHR</td>
<td>• Demographic/Contact</td>
<td>Retrieve last 120 days of Rx history (REQUEST)</td>
<td>Hospital EHR --&gt; SureScripts --&gt; Pharmacy networks --&gt; SureScripts</td>
<td>1-2</td>
<td>Retail-based Rx history data older than 120 days</td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SureScripts</td>
<td>• Demographic/Contact</td>
<td>Retrieve last 120 days of Rx history (RESPONSE)</td>
<td>SureScripts --&gt; Hospital EHR</td>
<td>1-3</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>• Medication history</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• After reviewing/confirming Millie’s updated retail medication history, problem list, and medication allergies and finding no potential contraindications or interactions, Dr. Smith informs Mille that she would like to prescribe medication “X” to treat her medical condition.
• Because Millie expresses concern about the possibility of high out-of-pocket costs, Dr. Smith uses her e-prescribing tool to make a Formulary and Benefits Information request to determine whether medication “X” is on Millie’s pharmacy benefits formulary. (Note that more commonly in offices with e-prescribing and scheduling software, this type of transaction is handled automatically via an interface between the two systems.)

---


3 Personal data transferred based on RxHub’s PRN service: [http://www.rxhub.net/pdf/rxhub_prn.pdf](http://www.rxhub.net/pdf/rxhub_prn.pdf).
Millie’s First/Last Name, DOB, Gender, Zip Code, and medication X are electronically transmitted to RxHub (a “switch of switches” for major pharmacy benefit managers, or PBMs) to uniquely identify Millie in RxHub’s Master Patient Index prior to RxHub routing the request to Millie’s current Pharmacy Benefits Payer/PBM. (RxHub does not store a copy of data received/sent.) Millie’s PBM receives the request (and stores copy 1-4), and routes a response back through RxHub to Dr. Smith’s EHR via the e-prescribing application. The response message indicates that Millie is eligible for prescription drug coverage and that the medication is on formulary but requires “prior-authorization.”

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital EHR</td>
<td>• Demographic/Contact</td>
<td>Benefits Eligibility and Formulary Request (REQUEST)</td>
<td>Hospital EHR --&gt; Millie’s PBM</td>
<td>1-4</td>
<td>Claims-based Rx history data, specific to the PBM</td>
</tr>
<tr>
<td></td>
<td>• Medication prescribed (medication “x”)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Millie’s PBM</td>
<td>• Demographic/Contact</td>
<td>Benefits Eligibility and Formulary Request (RESPONSE)</td>
<td>Millie’s PBM --&gt; Hospital EHR</td>
<td>Not stored</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prior-authorization status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Millie is satisfied with the formulary information (and expected out-of-pocket costs), and asks Dr. Smith to have the prescription sent to her local Pharmacy.
- Because Millie’s medication requires prior-authorization (a medical necessity review of clinical data submitted by the prescribing physician and available prescription drug history against pre-established clinical criteria), Dr. Smith must fill out additional diagnosis and medication history for Millie and fax a completed prior-authorization request to Millie’s PBM with an expected one-business day turnaround time to receive request approval.⁴ (Millie’s PBM stores copy 1-5.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital EMR</td>
<td>• Demographic/Contact</td>
<td>Prior-Authorization for medication is required</td>
<td>Hospital --&gt; Millie’s PBM</td>
<td>1-5 (paper fax)</td>
<td>Claims-based Rx history data, specific to the PBM</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td>Additional health data, see 1-13</td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Diagnoses/Problem list</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s) prescribed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• Confident that Millie’s PBM will approve the new medication, Dr. Smith uses the e-prescribing application's pharmacy directory to find Millie’s Pharmacy and send the prescription electronically. This request/response is sent via SureScripts PHIE.5 (SureScripts stores copy 1-6.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital EHR</td>
<td>• Demographic/Contact</td>
<td>e-Prescription, step 1 of 2</td>
<td>Hospital EMR --&gt; SureScripts</td>
<td>1-6</td>
<td>Retail-based Rx history data</td>
</tr>
<tr>
<td></td>
<td>• Pharmacy #</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s) prescribed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• Dr. Smith completes documentation for Millie’s encounter, and a claim is sent to Millie’s plan sponsor (Payer) for payment. This information includes diagnosis, procedural, and other personal health information6 about Millie.
  o A Claims Clearinghouse receives the claim, processes it, and sends it along to Millie’s Payer in the required format. (Clearinghouse stores copy 1-7.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital EMR</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Health insurance claim submitted to Payer</td>
<td>Hospital EMR --&gt; Claims Clearinghouse</td>
<td>1-7</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Health claim type (e.g., Workman’s Comp)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., DEA#)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Social history (e.g, married)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Diagnoses</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Procedures</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5 Personal data transferred based on the SureScripts e-Prescribing service: http://www.ncvhs.hhs.gov/040330p2.pdf.
- The Clearinghouse sells aggregated de-identified data to health care market research companies for profit. (Health Care Market Research Company stores de-identified **copy DI-1**. DI indicates de-identified information.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clearinghouse</td>
<td>De-identified data</td>
<td>Generate revenue</td>
<td>Claims Clearinghouse --&gt; Health Care Market Research Company</td>
<td>DI-1</td>
<td>n/a</td>
</tr>
</tbody>
</table>

- If the Hospital that employs Dr. Smith has rights to Millie's Rx data, the Hospital may de-identify it and sell it to a health care market intelligence company. (The Health Care Market Research Company stores de-identified **copy DI-2**.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital EHR</td>
<td>De-identified data</td>
<td>Generate revenue</td>
<td>Hospital --&gt; Health Care Market Research Company</td>
<td>DI-2</td>
<td>n/a</td>
</tr>
</tbody>
</table>

The Payer receives the claim from the Clearinghouse, adjudicates it, and pays the Hospital. (Payer stores **copy I-8**.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clearinghouse</td>
<td>Demographic/Contact</td>
<td></td>
<td>Clearinghouse requests reimbursement from Payer</td>
<td>I-8</td>
<td>Other claims for Millie while she has received health insurance from this Payer</td>
</tr>
</tbody>
</table>
• Millie's Payer sends de-identified data about Millie to a third-party organization for data analysis. (Data Analytics Company stores copy DI-3.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payer</td>
<td>De-identified data</td>
<td>Analysis on quality and effectiveness</td>
<td>Payer --&gt; Data Analytics Company</td>
<td>DI-3</td>
<td>n/a</td>
</tr>
</tbody>
</table>

• Millie's Pharmacy's information system receives the prescription request via SureScripts.⁷ (Millie's Pharmacy stores copy I-9.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>SureScripts</td>
<td>• Demographic/Contact</td>
<td>e-Prescription, step 2 of 2</td>
<td>SureScripts --&gt; Millie's Pharmacy</td>
<td>I-9</td>
<td>Other prescriptions filled at this Pharmacy (and chain if applicable), and any MTM program data</td>
</tr>
</tbody>
</table>

⁷ Following protocol, the pharmacist assistant who receives Millie’s prescription makes a “Formulary and Benefit and Drug Utilization Review” request via a pharmacy claims processing network or via a direct connection between the Pharmacy and the PBM. (Millie’s PBM stores copy I.10.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td>Formulary and Benefit and Drug Utilization Review (REQUEST)</td>
<td>Pharmacy --&gt; Millie PBM (via a claims processing network)</td>
<td>I-10</td>
<td>Claims-based Rx history data, specific to the PBM</td>
</tr>
</tbody>
</table>

Millie’s PBM sends the Pharmacy a confirmation of Millie’s medication benefits eligibility (i.e., whether the PBM accepts or rejects the claim) along with Millie’s co-pay, a notice that prior-authorization has been granted, and a message indicating that no medication interactions were found based on Millie’s medication history (as known by her current PBM). Millie’s Pharmacy stores copy I-11.

- Pharmacist Jones fills the prescription and Millie arrives to pick it up/pay for it.

- Because the Pharmacy is part of a larger chain, a copy of Millie’s prescription transaction is sent to the Pharmacy's Central Data Warehouse. (Millie’s Pharmacy Demographic/ContactCentral Data Warehouse stores copy I-12.)

- If the prescribed medication is a schedule II controlled substance, the Pharmacy is typically required to send the state a copy of Millie's Rx data to be fed into a government system aimed at identifying and curbing prescription drug abuse. (State/Fed Rx Data Warehouse stores copy I-13.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Millie PBM</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Millie PBM (a claims processing network) --&gt; Pharmacy</td>
<td>I-11</td>
<td>Other prescriptions filled at this Pharmacy (and chain if applicable), and any MTM program data</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Interaction alert(s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prior-authorization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Formulary and Benefit and Drug Utilization Review (RESPONSE)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Pharmacy --&gt; Pharmacy's Central Data Warehouse</td>
<td>I-12</td>
<td>Other prescriptions previously filled by this Pharmacy chain</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>prescribed and/or dispensed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Pharmacy --&gt; State/ Fed Rx Data Warehouse</td>
<td>I-13</td>
<td>Other Rx (controlled-substance only) information about Millie</td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>dispensed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
• Via an e-Alert, the Pharmacy Information System informs Pharmacist Jones that Millie qualifies for a Medication Therapy Management (MTM) program offered by her PBM. As part of the Pharmacist-patient dialog, Pharmacist Jones informs Millie of her eligibility, receives her authorization to participate, and then collects additional PHI before educating her about medication use optimization/adherence and how to reduce the risk of adverse drug events through avoidance of certain drug and food interactions.
  o Pharmacist Jones submits an electronic claim to Millie’s PBM for reimbursement for MTM services he provided.¹⁸ (Millie’s PBM stores copy I-14.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Receive payment for MTM services provided to Millie</td>
<td>I-14</td>
<td>Claims-based Rx history data, specific to the PBM</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s) dispensed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• MTM procedures (CPT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• The Pharmacy submits a claim to Millie’s PBM for payment. (Millie’s PBM stores copy I-15.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Pharmacy requests payment for Millie's medication and for MTM services provided to Millie</td>
<td>I-15</td>
<td>Other claims for Millie submitted to this PBM for adjudication</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s) prescribed and/or dispensed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• MTM procedures (CPT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

¹⁸ Example of MTM claim form: [https://www.bcbsal.org/providers/forms/pharmacyClaimForm.pdf](https://www.bcbsal.org/providers/forms/pharmacyClaimForm.pdf).
Millie’s PBM may be allowed to de-identify the transaction and send de-identified data to the Pharmaceutical Manufacturer and/or sell it to a Pharmaceutical Market Intelligence Company. (The Pharmaceutical Manufacturer and Pharmaceutical Market Research Company each store copies of de-identified data, **copies DI -4**; “DI” designates “de-identified” data.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBM</td>
<td>De-identified data</td>
<td>Generate revenue</td>
<td>PBM --&gt; Pharmaceutical Market Research Company</td>
<td>DI -4</td>
<td>n/a</td>
</tr>
</tbody>
</table>

- Millie’s PBM adjudicates the claim and sends it to Millie’s Payer for payment. (Millie’s Payer stores **copy I-16**.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>• Demographic/Contact</td>
<td>Payment of medication claim and MTM claim</td>
<td>Millie’s PBM --&gt; Millie’s Payer</td>
<td>I -16</td>
<td>Other claims for Millie submitted to this Payer</td>
</tr>
</tbody>
</table>

- Millie’s Payer sends Millie’s adjudicated claims data ready for payment to a Third Party Administrator that pays the claims and sends Millie an Explanation of Benefits (EOB) detailing financial components of her visit with Dr. Smith including the amount billed, amount eligible for payment, insurance benefit paid or applied to deductible, and Millie’s expected remaining balance due. (The TPA stores **copy I-17**.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payer</td>
<td>• Demographic/Contact</td>
<td>To enable the TPA to pay Millie’s claim and send Millie an EOB</td>
<td>Payer --&gt; Third Party Administrator -&gt; Millie</td>
<td>I -17</td>
<td>Other adjudicated data about Millie</td>
</tr>
</tbody>
</table>
• Authorized as part of Millie's medical insurance plan, Millie's Payer sends a copy of Millie's prescription transaction along with other of Millie's PHI to a third-party Condition Management Company for program eligibility analysis and/or determination of appropriate care management protocol(s). (Disease Management Company stores **copy I-18**.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payer</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Determine Millie's eligibility for disease management program eligibility</td>
<td>1-18</td>
<td>Data collected about Millie for past eligibility determination and/or additional personal data collected as part of another enrolled program</td>
</tr>
<tr>
<td></td>
<td>• Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Health claim type (e.g., Workman’s Comp)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Diagnoses</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Procedures</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s) prescribed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• Millie registers/signs-up for a PHR application provided by her employer.
  o Millie authorizes her claims-based medication history data to be imported into her PHR. (Millie’s PHR Company stores **copy I-19**.)

<table>
<thead>
<tr>
<th>Source of Data</th>
<th>Personal Data Transferred</th>
<th>Transfer Reason</th>
<th>Transaction Detail (Source --&gt; Recipient)</th>
<th>Recipient Copy #</th>
<th>What Other Personal Data May the Recipient Have?</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBM</td>
<td>• Demographic/Contact</td>
<td></td>
<td>Auto-populate Millie's plan-sponsored PHR</td>
<td>1-19</td>
<td>Self-reported data entered by Millie</td>
</tr>
<tr>
<td></td>
<td>• Prescriber ID (e.g., NPI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication(s) dispensed (claims data only)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• Now Millie has her own electronic copy of the information, which she can forward to anyone of her choosing.
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Authentication of Consumers
Authentication of Consumers
This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Authentication of Consumers*

Introduction

Trust in an electronic network depends on several factors, including assurances to consumers and participating entities that the information they access and share will be kept confidential, i.e., only shared with authorized actors. One key policy for achieving this trust, which is the focus of this paper, is to make sure that consumers are properly authenticated.

This work is the product of the Connecting for Health Work Group on Consumer Authentication Policies for Networked Personal Health Information.

A Critical Problem of the Digital Age

At birth, a baby’s hospital nametag is the first of several tokens that society will use to assert “identity” throughout the rest of life. For a child born into this Digital Age, countless electronic transactions will be based on assertions of identity. There is no practical or affordable technology — at least, not yet — to flawlessly identify each person for each transaction. So we use a variety of imperfect tokens (driver’s licenses, passports, PINs, passwords, etc.) to validate an individual’s claim to a particular identity. And that identity will be created over and over again in electronic systems throughout a person’s life.

All business sectors and all individuals are challenged — and to some extent threatened — by this burden of proving identity, and of issuing and using authentication tokens. The increasing scattering of personally identifiable information makes identity management critical for business and consumer activities, yet at the same time problematic, costly, and sometimes risky. In the health care sector today, many important transactions occur daily with little rigor to confirm the identity of individual consumers.

This paper addresses the problem of authenticating consumers in electronic health information exchanges involving PHRs to ensure that each transaction is associated with the right person. These include concerns such as the growing public anxiety regarding privacy and security of personal health information, the fear by primary sources of data of increased risk to the information they hold, and loss of provenance of data, resulting from extensive sharing and duplication that could affect the trustworthiness of the system.

Because PHRs store sensitive personal health data, it is critical to develop reliable and trustworthy mechanisms to ascertain the identity of anyone accessing the information. Health information has several characteristics that make it even more sensitive than similar access to bank accounts and lines of credit, because someone who loses money through inappropriate access can be made financially whole. Someone who loses control of sensitive health data, by contrast, can never arrange to have that information returned to a purely private sphere. As part of handling this sensitive data, accurately identifying and authenticating...
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consumers is an important hurdle to be overcome in enabling institutional health data sources to share electronic personal health information with consumer-accessible applications.

This paper offers a framework for processes by which participants in electronic health information networks can be assured that an individual consumer is who she claims to be. The framework includes these four components:

**Identity Proofing:** This is our umbrella term for the steps by which a person's identity is verified. Specifically, it is the validation of independent evidence and/or credentials of “identity.” It happens several times throughout life at various institutions. For example, to receive a driver’s license, a person must present required documents in person at a state motor vehicle department.

**Identifiers or tokens:** Once identity proofing is performed, organizations issue or require users to use tokens or identifiers, which could be physical documents (e.g., driver’s license), biological markers (e.g., fingerprint), or be based on knowledge (e.g., passwords), or some combination (e.g., ATM card plus PIN).

**Ongoing monitoring:** After tokens have been issued or identifiers linked to an identity, systems are put in place to establish behavior patterns of individuals and alert authorized parties if behavior changes suspiciously.

**Ongoing auditing and enforcement:** If an organization relies upon third parties for identity proofing or the issuing of identifiers or tokens, then it must have mechanisms to audit those third parties and redress bad actions.

**Note:** The word “authentication” is sometimes used as an umbrella term for all of the above components to manage identity in an electronic environment.

**Background**

The Connecting for Health Work Group on Consumer Authentication Policies for Networked Personal Health Information focused on the authentication policies for private and secure consumer access to their health information routinely over the Internet to support important aims of consumer empowerment and improved health care quality and safety. Any framework for authentication in this environment must guard against opening up new vulnerabilities at a time in which medical identity theft already is a growing and serious problem. Our Work Group’s recommendations are consistent with principles articulated in the Connecting for Health Architecture for Privacy in a Networked Health Information Environment.

We use the following definitions in this paper:

- **Personal Health Records (PHRs):** PHRs encompass a wide variety of applications that enable people to collect, view, manage, or share their health information or health-related transactions electronically. Although there are many variants, PHRs are intended to facilitate an individual’s ability to compile personal health information into an application that the individual (or a designee) controls. PHRs may contain copies of data held by health-related institutions as well as information contributed by the consumer or health monitoring devices. We do not envision PHRs as a substitute for the professional and legal obligation for recordkeeping by health care professionals and entities.

- **Consumer Access Services:** This is a set of functions that enable an individual consumer to securely access copies of their health data from multiple sources in an electronic environment.

---

2. Available online at: [http://www.connectingforhealth.org/commonframework/docs/P1_CFH_Architecture.pdf](http://www.connectingforhealth.org/commonframework/docs/P1_CFH_Architecture.pdf).
environment. Consumers may be offered such services by a variety of organizations, ranging from existing health care entities to new entrants. Some will be covered under the Health Insurance Portability and Accountability Act (HIPAA), others will not. Consumer Access Services may combine both authentication services as well as data management services.

- **Health Data Sources:** For the purposes of this paper, a health data source is any entity that serves as custodian of the individual’s personal health data. This may include health care providers and clinics, hospitals and health clearinghouses, pharmacies and pharmacy benefit managers, laboratory networks, disease management companies, and others that hold data related to the personal health of individuals.

The diagram below depicts a highly simplified data flow. In the center are Consumer Access Services, which include a mechanism to authenticate the individual consumer to the satisfaction of both ends of the exchange. (Appendix F contains a more detailed discussion of alternate models for conducting this authentication.)

The simplicity of the diagram obscures a few important points about our vision for Consumer Access Services:

First, PHRs (i.e., consumer-facing applications) could be offered by entities at either end of the diagram. For example, an independent technology company (left side of diagram) could supply a PHR, and so could one or both of the health data sources (right side of diagram). The site of the application is not relevant. The aggregation of copies of data that the consumer collects could be stored at either end of the entities to exchange data, however, there needs to be what we call Consumer Access Services (including authentication and the provision of access to records).

Secondly and similarly, Consumer Access Services may be performed by a third-party intermediary, but they also could be performed by the PHR applications or the Health Data Sources, or both. In fact, the Consumer Access Services and the PHR may be offered by the same entity and therefore indistinguishable to the end user. Our concern is with getting the process of authentication right, without regard to what sort of entity is doing the authenticating.

Third, our recommendations are designed to be compatible with existing networks — health care providers forming electronic health information exchanges, pharmacy networks, or large non-geographic networks. As the Networked Personal Health Information paper points out, there is a great deal of electronically available personal health information in existing databases today. Existing networks (e.g., large scale pharmacy chains, the VA, Kaiser Permanente), Regional Health Information Organizations (RHIOs), or other new services (monitoring devices, disease management programs, etc.) emerging from continued innovation in the PHR space — all may eventually provide multiple avenues for consumers to receive copies of their health data.

Throughout its deliberations, our Work
Group was fully cognizant that other issues — revenue models, business relationships and contracts, limitations of liabilities, enforcement mechanisms — are bigger hurdles to PHR development than consumer authentication, which is the narrow focus of this paper.

**Working Principles and Assumptions of the Work Group**

In addition to the Connecting for Health principles (see Appendix C), our Work Group agreed to the following guiding principles for solutions to the authentication problem:

**Principle 1**
**Authentication systems should, as a whole, cover as much of the population currently using the U.S. health care sector as possible.** Authentication processes that are ineffective or unavailable for particular groups of people (due to disability, expense to the user, lack of available credentials such as driver’s licenses, etc.) should be balanced with alternatives appropriate for those groups, to the extent that such alternatives are available.

**Principle 2**
**Consumers should have a choice in Consumer Access Services.** Consumers should be entitled to a reasonable expectation of a choice of entities conforming to a published set of authentication standards. It’s optimal, when feasible, to let informed consumers play a role in determining their Consumer Access Service provider and authentication stringency level of choice. However, given a widespread lack of consumer awareness about authentication techniques and identity threats, minimum consumer authentication standards for health information should provide relatively high security.

**Principle 3**
**To be both effective and trustworthy, a distributed system of authentication needs oversight, accountability, and mechanisms of redress.** The policies of the authentication system should be transparent. Systems should allow the consumer to understand who has potential access to her data as well as when it has been accessed and by whom, ideally on demand and in real-time.

We prefaced our deliberations by stating that:

- Our recommendations must be reasonably affordable and workable in today’s environment.
- Our recommendations must not be tied to existing practices and technologies that may preclude future innovations.
- Our recommendations should not depend on the promise of future innovations in order for organizations to act on them now.
- Our recommendations must not favor any one technology or vendor, or any business model or business relationships.
- Our recommendations must be fully cognizant of any non-proprietary frameworks that are broadly accepted by at least large segments of the health sector.3

**A Need for a New Approach**

Frameworks that address the authentication problem typically do so based on a model of increasing stringency of identity proofing and authentication, corresponding with increased sensitivity of the data being accessed and the related risk. Requirements that are too low or loose create an unacceptable risk of the wrong person getting someone’s information, compromising a consumer’s accounts, defrauding providers or otherwise engaging in criminal acts. Requirements that are too stringent create unacceptable difficulties for the right person to get to his information, and may erect unacceptable barriers to adoption and implementation.

The development of networked PHRs is in its infancy, so there is no broad ecosystem to observe. Yet the problems of authentication are primarily ecosystem problems. If every organization dealing with a consumer managed

---

3 On this final point, one key reference point for identity proofing and authentication stringency levels are those adopted by the E-Authentication Federation (EAF) among U.S. government agencies and its private sector companion organization, the E-Authentication Partnership (EAP). The National Institute for Standards and Technology (NIST) created a technical implementation guide for EAF based on industry standard Security Assertion Markup Language (SAML). The policies of the EAF have been licensed to the EAP.
its own authentication process from start to finish, there would be no systemic risk, and thus no need for a systemic solution. However, making every organization responsible for every one of its users pushes significant costs onto both the individual (who needs to manage multiple passwords) and the organizations that hold the consumer's data (each of which needs to be able to maintain a proofing and authentication infrastructure.)

A Consumer Access Service with insufficient proofing or authentication standards creates a risk for the security of the consumer's records. It also creates a risk to any clinical organizations and other entities that hold the consumer's data, to the degree that those organizations trust a Consumer Access Service to correctly validate a consumer's identity. If there is a race to the bottom for convenience to the customer, then there may be a high level of abuse (which could in turn inspire a draconian legislative or regulatory post-hoc remedy).

Therefore, it would be helpful to define an acceptable baseline identity proofing and authentication standard to which all Consumer Access Services should conform. Ideally, the standard would have an understood and generally accepted threshold for reliability, so that new methods for authentication can be evaluated against the effectiveness of existing methods. We aspire to a situation where an affordable and accepted industry standard is based on a measurable reliability of performance. However, as we discuss below, such a standard is not quantifiable today.

Given the constraints of the environment today, we make the following recommendations as an appropriate approach to the four key components of authentication: identity proofing, the issuing of identifiers or tokens, ongoing monitoring, and ongoing auditing and enforcement.

**Component 1: Recommendations for Identity Proofing**

The first step — verifying the identity of an individual consumer to an acceptable level of certainty — is typically the most difficult, expensive, and important.

**Recommendation 1A: Consider in-person proofing as appropriate in some, but not all, cases:** By in-person proofing, we generally mean requiring a face-to-face encounter in which the consumer presents a verified current primary government ID that contains a picture and either address of record or nationality (e.g., driver's license or passport). This option is an acceptable industry practice that is particularly appropriate when the organization performing the identity proofing:

a. Has no prior relationship with the consumer, and/or,
b. Has the infrastructure and budget necessary to conduct face-to-face encounters with consumers.

**Discussion:**
A key presumed advantage of requiring face-to-face identity proofing encounters is that it lowers the risk of mass or automatic attacks to obtain false credentials. In the virtual world, in which people can easily pose as others online, a requirement for in-person proofing has a strong appeal: It seems like the best way to establish a baseline identity of an individual. It raises the presumed commitment of the individual submitting to the proofing process. It raises the cost of conducting a fraudulent “attack” on an individual identity, and it reduces the likelihood of remote, automated attacks from many sources or on many identities at once. Requiring presentation of commonly used documents (e.g., birth certificates, driver's licenses, and passports) sets a hurdle for registrants and brings into play a variety of laws that may be useful at a later time for enforcement or prosecution, if necessary.

**Caveats:**
However, this option comes with three critical caveats:

- First, although dissuading misuse is a key goal for any such system, these same hurdles dissuade legitimate use as well. In-person proofing carries a cost and inconvenience burden for consumers, particularly those who face mobility or transportation barriers. Given the potential utility of providing consumers with electronic access to their health
information and services, this outcome is not ideal and risks systematic underuse of PHRs. In-person proofing may be in tension with Principle 1, above, that the authentication process be available to as much of the population as possible.

• Secondly, in-person identity proofing is a significantly costly and labor-intensive process, which many organizations are not well-positioned to perform. If in-person identity proofing were required of all organizations on the network, it would keep organizations that could offer potentially useful data or services from participating. This affects both large and small organizations. For example, the Centers for Medicare & Medicaid Services (CMS) — the nation’s largest payer — has no direct way currently to conduct face-to-face identity proofing of its beneficiaries. Nor do most technology companies or web portals ever conduct in-person encounters with their customers.

• The third — and most critical — caveat is that, although in-person processes are a widely accepted starting point for identity proofing, we could not find (much less validate) any measurement of their effectiveness. If there were such a measurement (in the manner of “errors per 100,000” or similar), it would enable useful comparisons between various forms of in-person proofing, and between in-person and remote forms of proofing. Our Work Group found a dearth of publicly available research backing up the accuracy of in-person proofing. The assumption that in-person proofing is acceptably accurate is not based on empirical understanding. And certainly, the stringency of methods for in-person proofing varies from one organization to another. In fact, the existence of an in-person proofing process may create a false sense of security if those checking credentials are not well-trained or audited.

Recommendations 1B, 1C and 1D below attempt to address this problem.

Approach 1B: Consider ‘bootstrapping’ of in-person proofing by other organizations:
We recommend that entities in the health sector consider “bootstrapping” other in-person encounters by third-parties to establish the consumer’s identity at acceptable levels of accuracy. We recommend that both current and potential holders of clinical data consider partnering with institutions that have effective authentication processes.

Discussion:
For many reasons, individual doctors’ offices are not well-equipped to authenticate 300 million Americans. (Their main authentication procedures relate to confirming eligibility for health benefits.) However, there are other common places where in-person proofing can occur, including post offices, retail pharmacies, notary publics, and financial institutions. In the bootstrapping model, a laboratory could accept the authenticated identity of a consumer who had first been authenticated by another one of these parties. The entity would pass at least the assertion that the patient has authorized a copy of the medical records to be transferred. Note that if a system passes demographic details, it should never re-use existing identifiers. It would be potentially catastrophic, for example, to bind a consumer’s PHR directly to a bank account number, as publication of the number would then compromise both categories of data.

This is not a general-purpose solution, as the issues of transparency and liability will have to be worked out as business relationships between the authenticator and the relying party that holds the consumer’s health data. However, it would allow new interfaces to be offered to consumers for access to their records, and would do so without creating new proofing hurdles. (These kinds of relationships will probably form as point-to-point business agreements, rather than multilateral networks, at least at first.)

Approach 1C: Consider alternatives to in-person proofing: Because there are no metrics to evaluate the quality of existing proofing systems, the data holder is, de facto, left to judge the acceptability of various methods. We recommend that data sources consider adopting remote proofing on their own, or rely on remote proofing from acceptable third parties (see Component 4 section below), when such proofing methods:
a. Rely on combinations of at least two alternative methods or sources for validating identity that use separate data (i.e., don’t use two different sources relying on Social Security Number or the same account number).

b. Are optimized to minimize the rate of false positives (i.e., when the wrong person is granted access based on an identity not his own).

c. Provide an alternative identity-proofing protocol to mitigate false negatives (i.e., when the right person using his correct identity is denied access nonetheless). In such cases, the person denied access in a remote-proofing protocol should be given an alternative means, such as in-person, to establish that he really is who he says he is.

d. Take precautions to minimize risk to the consumer, including but not limited to:

- Not requiring consumers to use existing account numbers as identifiers. After the initial proofing step, nothing should be communicated from the consumer to the identity proofer that could provide access to the consumer’s account if intercepted by a third party.
- Securely storing and limiting the number of parties privy to any “shared secrets” (see page 8) to the absolute minimum necessary.
- Refreshing interrogation questions and “shared secrets” so as to avoid overuse.

This is not meant to be a list but a guide. Security practices change, and the underlying concern should be to adopt practices that create the necessary security while minimizing the privacy risks of the security methods themselves.

Discussion:
Knowing when remote proofing is acceptable suffers from a Catch-22. The obvious threshold for remote proofing should be, at a minimum, “as good as or better than current practice.” However, since there are no convincing metrics for current practice, it is impossible to say how any remote proofing system compares. With fake IDs readily available and with harried clerks often doing the checking, in-person identity proofing does not guarantee that any particular individual is who he claims to be. In some cases it is possible that remote proofing actually works better in defending against a determined attacker than current in-person proofing practices.

There are examples, as with PayPal, where user-proofing is transactional (i.e., based on past or present transactions of information or money that serve to tie a person’s identity to a location or service, such as a U.S. Mail box or a bank account), and requires no face-to-face encounter. This method is one of a subset of “Knowledge-based Authentication” (KBA) methods in which a consumer is identified by answering a set of questions only she could reasonably be assumed to know. Sometimes these questions involve historical information (past addresses, use of credit cards for certain transactions) and sometimes they involve information generated as part of the KBA process itself, as with the PayPal technique of generating specific deposits.

The ideal situation would be to measure effectiveness of proofing by a numerical target, such as: “Wrongful issuance of credentials must be kept to an error rate below one in X,” where X would be at least a thousand patients. (This metric would be a 99.9% deflection of false positives, in other words.) In the absence of such precision, for either in-person or remote proofing (see 1D, below), the decision about when and how to use remote proofing will necessarily be in the hands of the person responsible for the security of patient data, to be undertaken with two principles in mind: Minimize false positives, and don’t rely on a single method.

Our recommendation is that at least two methods or sources be used in remote proofing processes. (For example, the consumer presents authentication credentials issued to him by another institution and successfully responds to an online interrogation about information acquired through his relationship with a separate independent service.) This is because two methods are likely to have different strengths and weaknesses, thus raising the cost of an attack while lowering its chance of success. This is true for both defense (i.e., it’s less likely that a criminal could fraudulently obtain knowledge or credentials in two places
than in one) and for sustainability (i.e., if one method becomes compromised, the system would still have at least one untainted method still running, to which it could add new methods without starting from scratch).

**Approach 1D: Begin Federal research on identity proofing quality:** This is not a recommendation to data holders, but to the federal government. We recommend that the National Institute of Standards and Technology (NIST), in collaboration with other interested agencies, study current identity proofing practice wherever consumers are given access to their records remotely to provide or create metrics expressing the effectiveness of those various methods.

Discussion:
The current administration has made increasing accessibility of electronic health records to providers and citizens a national goal, and the lack of well-understood and generally agreed-to authentication methods for consumers is clearly a hurdle. This recommendation is intended to lead to a benchmark for future proposed systems to meet or exceed, thus moving us out of the current situation of identity proofing ratified by habit, but uninformed by measurement.

**Recommendation 1E: Do not use clinical data in the proofing process:** As a matter of privacy policy, we recommend against using clinical data as validation data in a proofing process. The reasons for this are articulated in the Connecting for Health paper Linking Health Care Information: Proposed Methods for Improving Care and Protecting Privacy.4

**Component 2: Recommendations for Issuing Tokens or Identifiers**

Upon successful completion of identity proofing, it is necessary to issue acceptable tokens or identifiers to the consumer.

**Recommendation 2A: Bind the consumer’s identity in such a way as to facilitate later authentication:** At the time of initial proofing, the capture and retention of copies of the documents allows for re-verification if needed at a future time. If in-person visits are used in identity proofing, they present an opportunity to capture a biometric indicator, such as photographs or fingerprints.

Discussion:
This process of connecting or binding of particular information or attributes to a particular physical person, when combined with system monitoring, can provide improved ability to discover certain types of fraud attempts in which attributes are used by multiple registrants. However, it is important to note that improved information collection, of any sort, also raises the requirements for securing the database where the records are stored. Improvements in knowledge-based authentication methods generate, as an inevitable side effect, more stored knowledge about the consumer — knowledge that must be held securely to prevent near-term defeat of the authentication system itself and to prevent identity theft. Although database security is not in the scope of this paper, we note that care must be taken to evaluate the security of the data held in aggregate, as well as the security of person-by-person authentication.

Less reliable, although at times more economically practical, are password reminders as “shared secrets” that can be used to support later authentication, or password reset requests. A common example is for the consumer to be forced to answer questions such as pet names or mother’s maiden name. Care must be taken that these not be based on common questions that can be easily guessed or snooped. Another possible source of shared secrets are questions the service asks of the consumer. For example, PayPal makes two small deposits in a new user’s...
account, then asks that the user report those amounts back to PayPal. This removes the risk of trivial guessability, though it requires a higher degree of integration with the financial system.

Interesting work is being done on “zero-knowledge” authentication systems, which reduce or eliminate the need for knowledge-based secrets to be held by the authenticating party. In a zero-knowledge system, the consumer proves who he is by using a secret that only he knows to perform a task that he could only perform with that secret. (Imagine that you see someone unlock a door that you know can open with only one key. You could conclude that the person has that particular key without you needing to see a copy of the key yourself.) “Zero-knowledge”-based systems have not yet been widely deployed, and have significant management issues in their current implementations. Still, they should be watched closely, as they may provide a way to increase authentication security without also increasing the privacy risk to consumers that comes with knowledge being held about them in various authentication databases.

**Recommendation 2B: Choose an appropriate token or identifier:** There are a variety of credentials available. PINs, cards, tokens, fobs with RF chips, antennas, and fingerprints are a few examples of a rapidly growing array of tokens.

**Discussion:**
Many different types of tokens or identifiers can be used to good effect in authentication processes. Much depends on the budget and infrastructure of the token-issuer and the tolerance of consumers to remember and use the token appropriately.

**Recommendation 2C: If using passwords as tokens, enforce ‘strong’ passwords:**
Requiring and enforcing rules to create strong passwords — i.e., passwords that are not easily guessable — is one of the first relatively easy steps that will dramatically increase the security of the username and password token.

**Discussion:**
The username and password combination is the most commonly used token. Extremely valuable and potentially risky transactions are conducted millions of times each day employing the protection of username and password. Many of the tokens and identifiers listed in Recommendation 2B are essentially variations on the concept of username and password, incorporating a variety of technologies to improve on the basic concept. Used appropriately, the username and password combination provides significant protection at very moderate cost and user inconvenience. However, if unguided by a set of guidelines or password requirements, many consumers tend to create easily guessable passwords and otherwise create the opportunities for compromise of their identity.

Many systems now prevent the use of dictionary terms as passwords, or consecutive or repeating strings of numbers or letters or other easily guessable phrases. Some require the use of at least one number, a letter and another

---

5 The following documents contain useful information about the issuing of tokens, including strong passwords:


keyboard character. Some systems will provide a rating of the strength of the password as it is created by the user. The fundamental challenge with strong password requirements is that they not only make it harder for illegitimate users to guess a password, they can make it harder for the legitimate user to remember it. If strong password requirements are too onerous, they may encourage legitimate users to compensate through insecure practices, such as writing down a password and leaving it next to an unattended computer.

It is increasingly common to supplement the username and password combination with monitoring of the requesting machine (e.g., source IP address, machine and browser characteristics). Such monitoring, which we discuss further below, requires no additional issuing of tokens to the user.

Recommendation 2D: Limit attempts on passwords: Given sufficient time, access, and attempts, any password will eventually succumb to attempts to guess it. Limiting the number of consecutive and total attempts to enter a password, requiring periodic changes to the password, and other relatively low-cost, relatively low-inconvenience requirements for use of passwords make password guessing an unacceptably difficult approach to compromising tokens.

Recommendation 2E: Establish a clear policy on requirements for password changes: Although an inconvenience to end users, it may be reasonable to require consumers to create new passwords at regular intervals. Each system should decide locally whether to enforce a policy requiring that consumers change their passwords over time. However, if such policies are enforced, it’s critical that consumers be given clear explanations on the methods and reasons for resetting their passwords.

Discussion: The value of tokens can diminish over time. For example, many private and government organizations still use Social Security numbers not only as identifiers but also as tokens, and it is precisely because of this ubiquity of uses that Social Security numbers have been a boon to identity thieves. Similarly, if a consumer uses the same password and password reminder at every site visited, it is much less secure than if the consumer uses different secret codes at each site's login. On the other hand, consumers may have trouble coming up with strong passwords that they can remember, and the burden of having to do so frequently could drive down utilization. The value of forcing consumers to change passwords is hotly debated, and our work group did not feel strongly about making a recommendation one way or the other.

Component 3: Recommendations for Ongoing Monitoring

It is important to perform periodic or ongoing processes to continually improve upon the initial proofing and to weed out compromised identities.

Recommendation 3A: Conduct appropriate ongoing monitoring: Ongoing monitoring is an essential third component of appropriate authentication because of inherent weaknesses in the first two components (i.e., identity proofing and issuing of tokens). Given the widespread compromise of documents used for initial identity proofing and the large and growing incidence of identity crimes, the function of authentication should be thought of as an ongoing process rather than a gateway to be passed through one time. Once the consumer’s identity is proofed and the token is issued, systems should establish the behavior patterns of individuals and alert authorized parties when behavior falls out of the established pattern. For example, credit card
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6 The principal reason Social Security Numbers (SSNs) should not be used as tokens is that, if this approach is taken, then one number is used to provide the public and secret parts of authentication (i.e., you have an SSN that points uniquely to you, but you must reveal it as proof that you have it.) Without being accompanied by a second, secret token such as a PIN, the SSN is damaged in regard to authentication by the very use that makes it otherwise worthwhile. In addition, no one token should be relied on too heavily, as such ubiquitous use will increase the focus of malevolent actors on compromising that token, and any compromising of such a token will have disproportionately negative effects.
companies have algorithms to detect sudden changes in charging behavior, triggering a telephone call to the consumer to investigate possible fraud.

Discussion:
Identity proofing is often used as a “gateway” process. It is merely a perimeter defense, performed once and not revisited. Once identity proofing is completed, a registrant is an “insider” of the system. And there is often much secondary reliance on this initial proofing, such as airport security relying on a state-issued driver's license. In the Digital Age, the outside/inside relationships change continually. Allowing network access to partners, customers, users, and some unintended participants quickly renders perimeter defenses insufficient. Additionally, much of the fraud and abuse comes from people accurately identified or from identities that were compromised after the initial proofing process, as well as from “inside” authorized users.

There is a robust and active population that continually probes and prods for opportunities to compromise systems and almost immediately shares with others any new intelligence gained. The risks and threats to systems change continuously. The practices and processes to respond to these threats must likewise change.

The automated ability to monitor individual behavior for fraud varies significantly from organization to organization, depending in part on the type of organization, what data it captures, and what it is permitted to do with the data. Valuable techniques include analysis of transaction history and location, keystroke patterns, and others. Detailed recommendations would rapidly become dated and ineffective. Decisions about an ongoing monitoring process must be made locally. The U.S. government provides some guidance for ongoing monitoring as an integral part of an authentication process in the NIST Special Publication 800-100, Information Security Handbook: A Guide for Managers.7

Behavior pattern monitoring can include information about the method of login (e.g., consumer's usual IP address, machine and browser type, etc.), or information about the types of resources or data that the consumer typically accesses.

Recommendation 3B: Enable consumers to view an immutable audit trail: Consumers can become powerful allies in detecting identity fraud when they have access to the transaction history of their accounts. We recommend that Consumer Access Services and PHR offerers provide authenticated consumers with online access to an immutable audit log displaying all accesses and data transactions involving their account.

Discussion:
Consumers now are able to review their own credit reports online, providing an important and highly invested check on potential fraud or errors. This recommendation is in keeping with Principle No. 3 of this document. The Connecting for Health Common Framework document, Auditing Access to and Use of Health Information Exchange, provides some guidance in this area of immutable audit.8

Component 4: Recommendations for External Audit and Enforcement

When relying on a third party to perform proofing or issuing of tokens, or both, some mechanism of audit and redress is essential to establishing a chain of trust.

Recommendation 4A: Ensure that third parties are “observable” in how and how well they are performing identity proofing, token-issuing, and ongoing monitoring or any related services to authenticate consumers. One recommended practice is to have a contractual commitment for the parties to notify each other if either detects system compromise above a certain threshold or fails to comply with agreed procedures.

---


8 Available online at: http://www.connectingforhealth.org/commonframework/docs/P7_Auditing_Access.pdf.
Discussion:
A fundamental premise of the Common Framework for Networked Personal Health Information paper is that Consumer Access Services will emerge to help consumers “network” their PHRs with connections to multiple sources of health data and services. In order to facilitate the consumer’s requests for digital copies of his information from Health Data Sources, all parties must be assured of the individual’s identity and bona fide authorization to share data. Simply put, such transactions require “trust.”

It will be impossible to trust and rely on any third-party’s authentication if those third-parties’ practices are not observable either directly among contracted parties or via some industry-accepted auditing and validation mechanism.

Recommendation 4B: Ensure a mechanism for enforcement and redress for bad actions: There needs to be a commonly accepted mechanism, agreed upon in advance, to redress unacceptable practices and eject bad actors.

Discussion:
Audit, enforcement, and redress are general issues for Consumer Access Services, not just with the task of authentication. All this is framed against the larger issues of binding Consumer Access Services to policies and accountability generally, and against the general fragmentation of the health care industry (a fragmentation that may increase as Consumer Access Services enter the picture).

Recommendation 4C: Consider federation and/or other contractual means to address Recommendations 4A and 4B:

If the Health Data Source:

- Has not done its own identity proofing and token-issuing for a consumer, and;
- Is considering a request from a Consumer Access Service to pass information on the consumer’s behalf, and;
- Does not have sufficient direct means to monitor or observe the Consumer Access Service’s authentication practices per Recommendations 4A and 4B...

Then, we recommend that:

- The Health Data Source should have strong mechanisms in place for identifying the Consumer Access Service itself.
- The Consumer Access Service should be contractually bound to policies or to a group that sets and enforces shared policies, (e.g., the E-Authentication Federation (EAF), Electronic Authentication Partnership (EAP), or similar.)
- The Consumer Access Service should use at least EAP Level 2, or equivalent.

We believe the EAF/EAP is a good framework for a discussion on finding an acceptable degree of authentication certainty and policy enforcement. Although some organizations might choose to join the EAF or the EAP, there is likely no one-size-fits-all answer. Different business relationships and different consumer populations will likely require a variety of authentication services for their transactions. Some consumers may even demand higher-level authentication stringency for certain services.

Discussion:
We emphasize that the above scenario is not the only way to approach the problem. (See Appendix F for a draft architecture discussion.) Point-to-point trust is conceptually simplest from the point of view of any given pair of actors, but pairwise trust exposes the system as a whole to daunting complexity. Similarly, a single national actor coordinating trust on behalf of everyone is not feasible at this time, both because of the realities of fragmentation and the business context, and also because the policing problem for a single actor is acute. If these two extremes are in fact impractical, this suggests some sort of chain of trust with mutual policing, with various actors monitoring one another, possibly in contractually arranged groups.

Conclusion: A Path Forward
This paper is driven by a desire to allow U.S. consumers to access and gain value from their own health information. Connecting for
Health accepts that much of our valuable personal health data is stored and managed by numerous entities. The next key challenge is to establish the rules and techniques that establish trust among participants over a “network of networks.”

Policy rules will be needed in a number of areas — including patient consent, secondary use, and data management. Identity has quickly emerged as a primary problem in network access — particularly given the sensitivity of personal health information. A well-understood and implemented Common Framework for managing health consumers’ identity is a prerequisite to networked use of personal health records.

The recommendations in this paper are based on the technologies and practices current at a particular moment, and our desire to stimulate national progress in addressing this particular obstacle to consumers’ electronic access to their health information.

The problems of identity proofing and authentication are widely felt by all industries handling sensitive data or electronic transactions, and as a result, there is rapid evolution in the tools available for authentication. Any process of authentication for consumer access anywhere in health care must be regularly re-evaluated to factor in both new threats and new capabilities.

Many health care entities have significant interest in some form of networked personal health records. The relationships they forge could have significant impact on possible trust scenarios for consumer authentication. In addition, there is a critical need to expand consumer education about techniques to safeguard identity in the Information Age. Consumers should understand, first, that there are tradeoffs between security and convenience and, second, what the tradeoffs mean for them.

These many trends — new threats, new business relationships, emerging technologies, and consumer awareness and behavior — all warrant close monitoring. They certainly will have more impact on future health information sharing environments than the modest recommendations in this paper. We do, however, hope that this paper contributes to a growing consensus that the path forward on consumer authentication requires careful thinking, new research, and innovative approaches.
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Appendix B: Scope and Charge of the Work Group

The Work Group on Consumer Authentication and Health Information Exchange was charged with defining a framework to authenticate the identity of individual consumers consistent with Connecting for Health principles. This includes identifying a baseline of policies and technologies to assert, within acceptable thresholds of accuracy, the identity of an individual consumer requesting copies of her personal data in an electronically networked health information environment. The recommendations are intended to encourage a fresh approach to foster trust of all network participants, and specifically to protect the consumer, the health data holders, and the Consumer Access Services from the following threats:

- **Defense against illegitimate access to health records:** This is defined in this paper as externally targeted or automated attacks to gain access into an individual’s health information. The attackers in this scenario could be either known to the consumer (as with a relative or colleague looking at material inappropriately), a targeted attack by someone not known to the patient (as with a private detective trying to access records), or an indiscriminate attack (someone looking for anyone’s health records, possibly as a precursor to medical fraud).
- **Defense against identity theft:** The threat here is not to the clinical data per se, but to the consumer’s identifiers and demographics — address, date of birth, Social Security Number, health benefit eligibility number, etc. Protecting against identity theft is an obvious goal. The key complication here is that it is very difficult to protect against family members posing as one another, and it is not possible to design a system that covers all state regulations of parental access to their children’s data. Our Work Group did not focus on proxy access beyond the key principle that the identity of all proxies accessing the system be recorded, as well as the identities of people for whom they are proxies, so that, should a proxy later lose access, their authentication tokens can be revoked separately from the main account.

The following issues fell outside of the scope of this Work Group, but we list them here to acknowledge their importance in creating a trusted health information sharing environment for consumers:

**Consumer Issues:**

- **Consumer Behavior:** We are not addressing what consumers do with their copies of personal health data. We live in an age in which individuals are increasingly self-publishing on the Internet intimate details of their personal lives. It was outside the scope of this Work Group to attempt to address the complexities of individual behavior and choice. Nevertheless, these are relevant concepts. Consumers’ own experiences and individual preferences will no doubt shape this emerging area.
- **Phishing:** There is a parallel problem to consumer authentication, related to the assurances provided by the entity hosting the consumer’s data. Mechanisms need to be in place to defend the consumer against “phishing” attacks, where a consumer is directed to log into a seemingly legitimate web site or service, but which is really a copy of an existing site, with a similar URL. The risk of such phishing in medical contexts is high; however, the defenses against the phishing problem require a different set of strategies than those outlined in this document.

**Data Storage Issues:**

- **Data Security:** Methods to encrypt and secure health data repositories are beyond the scope of this paper. We focus on defense against unauthorized users defeating authentication systems, not attacks on larger data stores. For purposes of this paper, we accept as a precondition that all actors have good physical security practices. The digital signing of records is also outside the scope of this paper.
- **Data Policies:** Also out of scope of this paper are policies for data custodianship and data sharing other than those related to identity
proofing and authentication. The parallel Connecting for Health Work Group on Consumer Access Policies for Networked Personal Health Information is working on recommendations for privacy policy, disclosure and consent, secondary use, etc. For purposes of this paper, we accept as a precondition that the consumer has voluntarily initiated a PHR account and authorized all uses and exchanges of personal health data consistent with Connecting for Health principles for privacy.  

Business Issues:

- **Business relationships**: This paper does not address the necessary business relationships that would provide motivations for health data sources and PHR services to share data on the consumer's behalf, or for intermediaries to emerge between them.

In summary, this paper focuses on a framework for the authentication process when the individual wants to access or contribute personal health information electronically among health professionals or other health-related entities (HIPAA-covered or not).

---

9 Available online at: http://www.connectingforhealth.org/commonframework/docs/P1_CFH_Architecture.pdf.
Appendix C: Background on Connecting for Health

Connecting for Health, founded and operated by the Markle Foundation, with additional support over the years from the Robert Wood Johnson Foundation, is a public-private collaborative organization with representatives from more than 100 organizations across the spectrum of health care stakeholders. Its purpose is to catalyze the widespread changes necessary to realize the full benefits of health information technology (HIT), while protecting patient privacy and the security of personal health information. Connecting for Health is continuing to tackle the key challenges to creating a networked health information environment that enables secure and private information sharing when and where it’s needed to improve health and health care.

Connecting for Health has produced the following documents that lay the groundwork for this current work product focused on consumer authentication:

- **Linking Health Care Information: Proposed Methods for Improving Care and Protecting Privacy (February 2005)** — which describes an approach to matching patient records among disparate health care institutions.\(^\text{10}\)

- **Connecting for Health Common Framework: Resources for Implementing Private and Secure Health Information Exchange** (April 2006) — which elaborates and defines a set of policy and technical elements necessary to enable secure exchange of health records among providers across the Internet, including a set of principles for privacy and fair information practices in a networked environment. The Connecting for Health Common Framework is composed of nine policy documents on topics such as privacy, notification, audit, and authentication of non-consumer users of the network, and six technical documents that elaborate technical specifications of a network approach based on those policies.\(^\text{11}\)

- **The Architecture for Privacy in a Networked Health Information Environment** (April 2006) — which describes a set of fair information practices that the Common Framework has endorsed to guide systems that support the exchange of personal health information. These principles are:
  - **Openness and transparency:** Consumers should be able to know what information exists about them, the purpose of its use, who can access and use it, and where it resides. They should also be informed about policies and laws designed to ensure transparency on how privacy is assured.
  - **Purpose specification and minimization:** The purposes for which personal data are collected should be specified at the time of collection, and the subsequent use should be limited to those purposes or others that are specified on each occasion of change of purpose.
  - **Collection limitation:** Personal health information should only be collected for specified purposes and should be obtained by lawful and fair means. Where possible, consumers should have the knowledge of or provide consent for collection of their personal health information.
  - **Use limitation:** Personal data should not be disclosed, made available, or otherwise used for purposes other than those specified.
  - **Individual participation and control:** Consumers should be able to control access to their personal information. They should know who is storing what information on them, and how that information is being used. They should also be able to review the way their information is being used or stored.
  - **Data quality and integrity:** All personal data collected should be relevant to the purposes for which they are to be used and should be accurate, complete, and current.
  - **Security safeguards and controls:** Personal data should be protected by reasonable safeguards against such risks as loss or unauthorized access, destruction, use, modification, or disclosure.


\(^\text{11}\) Available online at: [http://www.connectingforhealth.org/commonframework/index.html](http://www.connectingforhealth.org/commonframework/index.html).
- **Accountability and oversight**: Entities in control of personal health information must be held accountable for implementing these principles.
- **Remedies**: Legal and financial remedies must exist to address any security breaches or privacy violations.

---

Appendix D: Other Groups Working on Authentication

The following paragraphs list several authentication projects that currently exist. This list is based on input from Authentication Work Group members and is not comprehensive.

Electronic Authentication Partnership (EAP)
Building off the work of the E-Authentication Federation (see below) and other authentication federations, EAP has developed as a “multi-industry partnership working on the vital task of enabling interoperability for electronic authentication among public and private sector organizations.” It is sort of a federation of federations. This group is creating a framework for accrediting and compliance testing of participating Credential Service Providers (CSPs) and Relying Parties (RPs). EAP also addresses the issue of liability.

See: http://eapartnership.org/


E-Authentication Federation
The E-Authentication E-Government Initiative is one of the President's 24 cross-agency E-Government Initiatives. Its mission is to put in place the necessary infrastructure to support common, unified processes and systems for government-wide use. E-Authentication recently launched the E-Authentication Federation (EAF), “a public-private partnership that enables citizens, businesses, and government employees to access online government services using login IDs issued by trusted third parties, both within and outside the government.” Currently 13 different agency web applications are using the service. EAF has focused on the creation of policies, systems, and relationships that reuse existing credentials to meet the needs of mostly federal government-relying parties. EAF has created a framework by which a variety of Credential Service Providers — currently including federal, state, and private sector organizations — issue credentials to be trusted by Relying Parties in the federal government.

(Quotations taken from E-Authentication web site: http://www.cio.gov/eauthentication/)

Privacy:

E-Authentication Guidance for Federal Agencies (M-04-04):
http://www.whitehouse.gov/omb/memoranda/fy04/m04-04.pdf

NIST 800-63: E-Authentication Technical Guidelines:
http://csrc.nist.gov/publications/nistpubs/800-63/SP800-63V1_0_2.pdf

NIST 800-53: Recommended Security Controls for Federal Information Systems:

Liberty Alliance Project
In 2001, a consortium of 30 organizations formed the Liberty Alliance Project. The project's stated mission is: “to establish an open standard for federated network identity through open technical specifications.” Over the past few years, they have published an “open framework for deploying and managing a variety of identity-enabled Web Services.” Liberty Alliance is currently working on a framework for “deploying and managing interoperable strong authentication.”

Liberty Alliance is a standards group. Liberty Alliance is represented on the EAP and involved either directly, or through efforts of members and the products and services they provide, with the other efforts.

(Quotations taken from Liberty Alliance Project web site: http://www.projectliberty.org/)

eC3
eC3 is an alliance of state and local governmental associations. Their mission is to advance the use of electronic commerce by governmental organizations. As part of this mission, they have published several white papers concerning identity management.

See: http://www.ec3.org/index.htm
SAFE-Biopharma Association
This identity management organization maintains and enforces the SAFE framework, which permits bio-pharmaceutical companies to digitally sign business-to-business and business-to-regulator transactions.

SAFE is a successfully operating federation which has solved a number of important cross-boundary issues including those of private-public sector and international boundaries. Based in the health industry, it is familiar with health issues and familiar to current industry participants. Representatives of SAFE participate in EAP.

See: http://www.safe-biopharma.org/

HSPD-12 / FIPS 201 / PIV
On August 17, 2004, President Bush issued Homeland Security Presidential Directive - 12 (HSPD-12). This directive called for a common identification standard for all federal employees and contractors. Given this directive, the National Institutes for Standards and Technology developed the Federal Information Processing Standards Publication 201 (FIPS 201), entitled Personal Identity Verification of Federal Employees and Contractors (PIV). This project will provide credentials to 10 to 12 million people at a relatively high level of verification and authentication and could be rolled out to many others through various extensions.


See Personal Identity Verification web site: http://csrc.nist.gov/piv-program/index.html

Real ID Act
The Real ID Act was passed in 2005 by Congress. The Act is intended to deter terrorism. Among other things, the law states that after May 11, 2008, no Federal agency may accept, for official purposes, a state driver’s license as proof of identity unless that state’s driver’s license meets certain requirements defined by the Real ID Act. There is a debate as to whether the Act creates a national ID. The debate aside, unless the law is repealed, it will likely have a significant impact on how individuals in America manage their identities.

Real ID requires issuance of a machine readable credential based upon enhanced identity verification as well as improved security practice and technology. There will likely be many different ways to use the Real ID credentials as functions are built to extend the systems or use of the credentials and as States and/or the Federal Government extend the infrastructure. It is possible that one or more States could choose to issue further electronic credentials, PIN’s, passwords, PKI certificates, etc., in conjunction with Real ID and/or join EAF or EAP to provide a channel for citizens to use the credentials across a broader range of our society.

Shibboleth
According to its web site, Shibboleth is “standards-based, open source middleware software which provides Web Single SignOn (SSO) across or within organizational boundaries.” As part of the Internet2 project, Shibboleth “is developing architectures, policy structures, practical technologies, and an open source implementation to support inter-institutional sharing of web resources subject to access controls. In addition, Shibboleth will develop a policy framework that will allow inter-operation within the higher education community.” The Shibboleth federation approach is being widely adopted in this country by educational institutions and internationally by government and private sector organizations. It is working to align its policies and practices to allow interoperability with EAF, EAP and others.

Examples of initiatives that have adopted Shibboleth technology include: InCommon, EduCause, and LionShare. InCommon has set up InQueue as a learning environment for participating organizations.

See: http://shibboleth.internet2.edu/

Bylaws:
http://www.incommonfederation.org/docs/policies/InC_SCbylaws.html

Participant Operational Practices:
http://www.incommonfederation.org/docs/policies/incommonpop.html
Federation Operating Practices and Procedures:
http://www.incommonfederation.org/docs/policies/incommonfopp.html

Trust Service (WebTrust/SysTrust)
The American Institute of Certified Public Accountants initiated the WebTrust/SysTrust project. The AICPA's Trust Services are defined as "a set of professional assurance and advisory services based on a common framework (i.e., a core set of principles and criteria) to address the risks and opportunities of IT.” Essentially, the project enables CPAs to offer a new service to clients: evaluating web sites that involve data transmission (e.g., personal information such as credit card numbers, birth date, health information, etc.). Web sites that meet the WebTrust/SysTrust requirements can post a “seal of approval” logo on their web sites.

See: http://www.webtrust.org/

JA-SIG Central Authentication Service (CAS)
CAS is a single sign on service offered by JA-SIG (Java Architectures). It is an open protocol that appears to be used primarily by the academic community. (It was originally created at Yale University.)

See: http://www.ja-sig.org/products/cas/

OATH
As described on its web site, OATH is “an industry-wide collaboration to develop an open reference architecture by leveraging existing open standards for the universal adoption of strong authentication.” Its vision is to provide “a reference architecture for universal strong authentication across all users and all devices over all networks.”

See: http://www.openauthentication.org/

American Health Information Community (AHIC) Confidentiality, Privacy & Security Work Group
The American Health Information Community (AHIC), a health IT advisory panel of the U.S. Department of Health and Human Services, in May 2006 established a cross-cutting work group on confidentiality, privacy and security. The Work Group’s charge is to “make actionable confidentiality, privacy, and security recommendations to the Community on specific policies that best balance the needs between appropriate information protection and access to support, and accelerate the implementation of the consumer empowerment, chronic care, and electronic health record related breakthroughs.”

See: http://www.hhs.gov/healthit/ahic/confidentiality

Healthcare Information Technology Standards Panel (HITSP)
HITSP will assist in the development of the U.S. Nationwide Health Information Network (NHIN) by selecting standards and publishing specifications to support use cases developed by AHIC and the Office of the National Coordinator for Health Information Technology (ONC). The Panel is sponsored by the American National Standards Institute (ANSI) in cooperation with strategic partners such as the Healthcare Information and Management Systems Society (HIMSS), the Advanced Technology Institute (ATI), and Booz Allen Hamilton.

See: http://www.hitsp.org

Center for Democracy and Technology (CDT)
In March 2007, the Center for Democracy and Technology released draft principles for identity in the Digital Age.


PCI Security Standards Council
The PCI Security Standards Council is an open global forum for the ongoing development, enhancement, storage, dissemination, and implementation of security standards for account data protection. The PCI Security Standards Council’s mission is to enhance payment account data security by fostering broad adoption of the PCI Security Standards. The organization was founded by American Express, Discover Financial Services, JCB, MasterCard Worldwide, and Visa International.

See: https://www.pcisecuritystandards.org/
Information Technology Association of America (ITAA)

ITAA provides global public policy, business networking, and national leadership to promote the continued rapid growth of the IT industry. The Association represents over 325 information technology companies. ITAA has an Identity Management Committee that was created to provide a forum for industry to work with federal, state, and global governments to develop best practices for the authentication and verification of identity, as well as to promote the use of technology to increase the security of our credentialing and access systems.

Members include companies producing driver’s licenses, national identity credentials, and other identity cards; managing federal, state, and local smart card and identity credentialing programs; providing biometric devices, radio frequency identification technologies, and middleware solutions; as well as performing background checks and other identity proofing services.

See: http://www.itaa.org
Appendix E: EAF/EAP Levels

The following is a very brief description of the E-Authentication Federation (EAF) among U.S. government agencies and its companion organization for private sector organizations, the E-Authentication Partnership (EAP). Please refer to the EAF home page (http://www.cio.gov/eauthentication/) for comprehensive documents and updates.

The National Institute for Standards and Technology (NIST) has documented EAF policies, standards, practices, and technology. The EAF is designed to create a trust infrastructure for authenticating individuals who wish to connect to Internet-based services from federal agencies. The EAP, which licenses EAF standards, is a partnership attempting to enable interoperability for electronic authentication among public and private sector organizations. The EAF is further developed than the EAP, and for simplicity, we will refer to EAF for the rest of this discussion.

Joining the EAF requires Credential Service Providers and Relying Parties to agree to use the components of the infrastructure, and to abide by the Business Rules and Operating Rules and comply with the requirements of the appropriate documents such as NIST SP 800-53 or NIST SP 800-63.

There are many technology, security, privacy, business, and operating requirements for all participating organizations covered by the suite of documents and components used to guide the implementation of the EAF. The following discussion will focus on those specific to identity proofing and credentials of individual users.

Relying parties within the EAF self-assess the risk associated with reliance upon e-authentication credentials. Based upon this risk assessment, the relying party chooses which of four designated levels of authentication stringency will be required for accessing one or more of its online resources such as web sites, applications, or information.

Level 1 has no level-specific requirements for proofing or issuance (and thus does not have a section in the chart below). This level can be employed when the Relying Party does not have a need to ascertain the identity of the person accessing a resource. The consumer employs self-assertion, and she may employ a pseudonym. Due to the lack of identity proofing, the low level of security provided by Level 1 authentication is inappropriate for use in facilitating access to personal health information.

---


---

Credential Service Provider — An organization that offers one or more credential services (i.e., proofs and provides credential to individuals).

Relying Party — A person or agency that relies on the credentials issued by a Credential Service Provider.
## Proofing Requirements Under EAF
The table below summarizes the requirements of Levels 2-4. Both in-person and remote identity proofing methods are permitted for Levels 2 and 3. Explicit requirements are specified for each scenario in Levels 2 and 3. Only in-person initial proofing is permitted at Level 4.

<table>
<thead>
<tr>
<th>LEVEL 2</th>
<th>In-Person</th>
<th>Remote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basis for issuing credentials</strong></td>
<td>Possession of a valid current primary Government Photo-ID that contains applicant's picture and either address of record or nationality (e.g., driver's license or passport)</td>
<td>Possession of a valid Government ID (e.g., a driver's license or passport) number and a financial account number (e.g., checking account, savings account, loan, or credit card) with confirmation via records of either number.</td>
</tr>
<tr>
<td><strong>Registration Authority Actions (Proofing)</strong></td>
<td>Inspects Photo-ID, compares picture to applicant, records ID number, address, and DoB. If ID appears valid and photo matches, applicant then: a. If ID confirms address of record, authorizes or issues credentials and sends notice to address of record, or; b. If ID does not confirm address of record, issues credentials in a manner that confirms the address of record.</td>
<td>Inspects both ID number and account number supplied by applicant. Verifies information provided by applicant including ID number or account number through record checks either with the applicable agency or institution, or through credit bureaus or similar databases, and confirms that: name, DoB, address, other personal information in records are on balance consistent with the application and sufficient to identify a unique individual. Address confirmation and notification: a. Sends notice to an address of record confirmed in the records check or; b. Issues credentials in a manner that confirms the address of record supplied by the applicant; or c. Issues credentials in a manner that confirms the ability of the applicant to receive telephone communications or e-mail at number or e-mail address associated with the applicant in records.</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th><strong>LEVEL 3</strong></th>
<th><strong>In-Person</strong></th>
<th><strong>Remote</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basis for issuing credentials</strong></td>
<td>Possession of verified current primary Government Photo-ID that contains applicant’s picture and either address of record or nationality (e.g., driver’s license or passport).</td>
<td>Possession of a valid Government ID (e.g., a driver’s license or passport) number and a financial account number (e.g., checking account, savings account, loan, or credit card) with confirmation via records of both numbers.</td>
</tr>
<tr>
<td><strong>Registration Authority Actions (Proofing)</strong></td>
<td>Inspects Photo-ID and verifies via the issuing government agency or through credit bureaus or similar databases. Confirms that: name, DoB, address, and other personal information in record are consistent with the application. Compares picture to applicant, records ID number, address, and DoB. If ID is valid and photo matches applicant then: a. If ID confirms address of record, authorizes or issues credentials and sends notice to address of record, or; b. If ID does not confirm address of record, issues credentials in a manner that confirms address of record</td>
<td>Verifies information provided by applicant including ID number and account number through record checks, either with the applicable agency or institution, or through credit bureaus or similar databases, and confirms that: name, DoB, address, and other personal information in records are consistent with the application and sufficient to identify a unique individual. Address confirmation: a. Issues credentials in a manner that confirms the address of record supplied by the applicant; or b. Issues credentials in a manner that confirms the ability of the applicant to receive telephone communications at a number associated with the applicant in records, while recording the applicant’s voice.</td>
</tr>
</tbody>
</table>
### LEVEL 4

<table>
<thead>
<tr>
<th>Basis for issuing credentials</th>
<th>In-Person</th>
<th>Remote</th>
</tr>
</thead>
<tbody>
<tr>
<td>In person appearance and verification of two independent ID documents or accounts, meeting the requirements of Level 3 (in person and remote), one of which must be current primary Government Photo-ID that contains applicant's picture and either address of record or nationality (e.g., driver's license or passport), and a new recording of a biometric of the applicant at the time of application</td>
<td></td>
<td>Not applicable</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Registration Authority Actions (Proofing)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary Photo-ID</strong></td>
<td></td>
<td><strong>Not applicable</strong></td>
</tr>
</tbody>
</table>

- **Primary Photo-ID**: Inspects Photo-ID and verifies via the issuing government agency, compares picture to applicant, records ID number, address, and DoB.

- **Secondary Government ID or financial account**
  - Inspects Photo-ID and if apparently valid, compares picture to applicant, record ID number, address, and DoB, or;
  - Verifies financial account number supplied by applicant through record checks or through credit bureaus or similar databases, and confirms that: name, DoB, address, other personal information in records are on balance consistent with the application and sufficient to identify a unique individual.

- **Records Current Biometric Record** - a current biometric (e.g., photograph or fingerprints to ensure that applicant cannot repudiate application).

- **Confirms Address** - Issues credentials in a manner that confirms address of record.
Ongoing Tokens Under EAF
The following tables describe the allowable uses of tokens under EAF levels 2-4. Table 2 shows the types of tokens that may be used at each authentication assurance level. Table 3 identifies the protections that are required at each level.

Table 2. Token Types Allowed at Each Assurance Level

<table>
<thead>
<tr>
<th>Token type</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard crypto token</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>One-time password device</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Soft crypto token</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Passwords &amp; PINs</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Required Protections

<table>
<thead>
<tr>
<th>Protect against</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online guessing</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Replay</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Eavesdropper</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Verifier impersonation</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Man-in-the-middle</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Session hijacking</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
Appendix F: Two Models of Remote Authentication

There are at least two possible architectural solutions to the question of allowing a Health Data Source to accept a Consumer Access Services request for copies of a consumer’s health data. First, the Health Data Source could re-authenticate the consumer. Collectively, we will call this repeated authentication process a two-phase authentication (not to be confused with two-factor authentication). Second, in lieu of re-authenticating the consumer, the remote data source could accept an identity assertion from the Consumer Access Service. Collectively, we will call this scenario authentication plus assertion. The diagram, text, and table below will elaborate on the differences between these two processes.
In **authentication plus assertion** (right hand model), the consumer only authenticates to the Consumer Access Service, which then transmits an assertion to the remote source indicating that the consumer is requesting data. In addition to this assertion, the Consumer Access Service passes along its own organizational credentials. The Consumer Access Service authenticates the consumer, but asserts to the remote data source that it is acting on the consumer's behalf by presenting the demographic information necessary to match the consumer to data held by the remote data source. Therefore, authentication plus assertion assumes that a data owner trusts another entity (i.e., the local application) to authenticate the consumer.

In **two-phase authentication** (left hand model), the consumer has two separate sets of authentication credentials and procedures. Both the Consumer Access Service and the remote data source maintain separate authentication information on the consumer. Each has gone through a process that initially proofs the consumer's identity, and each has an associated method for authenticating the consumer on an ongoing basis. The role of the Consumer Access Service is to both locally authenticate the consumer and to transmit the consumer’s information that is required by the remote data source to perform its authentication process. In this second step, the Consumer Access Service acts only as a proxy.

Let’s consider an example that illustrates **two-phase authentication**. Programs such as Quicken allow users to download data from remote sources (banks, brokerage firms, etc.) into the local application. When a user wishes to download data from her bank into her Quicken application, she must first authenticate locally (i.e., log into the Quicken software). Then, when she requests a data download, Quicken sends the login-name/password combination that corresponds to her bank's online banking service. (For convenience, the user has already stored her login-name and password within Quicken.) Thus, Quicken acts as the user's proxy during the remote data source authentication process. In the case that the local application is a web-based service, such as the Consumer Access Service, the local application can use mechanisms such as SAML to transmit the user’s credentials.

This two-phase authentication model puts the burden of authentication on the consumer and the data sources. The individual must log in to multiple data sources before accessing data through the Consumer Access Service. Data gathering and authentication choices are handled by proximate data sources. Consumer access authentication choices are handled by the Consumer Access Service. This model is the safe deposit model — the consumer’s authentication with the Consumer Access Service is unrelated to her authentication with the proximate data sources. There is also nothing specific to health care governing the collection of usernames and logins for remote services, increasing the risk.

However, having established that the consumer has authenticated both at the Consumer Access Service and at a data source, the Consumer Access Service and a data source could set up a business relationship such that all subsequent logins would be treated as the same person. This would make it possible to rely on the clinical data source’s proofing mechanism, but the Consumer Access Service’s authentication method. The weak link in this system is the Consumer Access Service authentication mechanism. The Consumer Access Service and the clinical data source would have to agree on the stringency of the Consumer Access Service authentication requirements, and have mechanisms for audit and redress.
In **authentication plus assertion**, the consumer only authenticates to the Consumer Access Service, which then transmits an assertion to the remote source indicating that the consumer is requesting data. In addition to this assertion, the Consumer Access Service passes along its own organizational credentials. The Consumer Access Service authenticates the consumer, but asserts to the remote data source that it is acting on the consumer’s behalf by presenting the demographic information necessary to match the consumer to data held by the remote data source. Therefore, authentication plus assertion assumes that a data owner trusts another entity (i.e., the local application) to authenticate the consumer.

The table below compares these two processes based on a list of issues:

<table>
<thead>
<tr>
<th>Issue</th>
<th>Two-phase Authentication</th>
<th>Authentication plus Assertion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use for consumer</td>
<td></td>
<td>Advantage</td>
</tr>
<tr>
<td>Technical work for implementing authentication</td>
<td></td>
<td>Advantage</td>
</tr>
<tr>
<td>Number of proofing/token problems per remote access</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Susceptibility to man-in-the-middle attacks</td>
<td></td>
<td>Advantage against browser hacks (but open to attacks between Consumer Access Service/data sources)</td>
</tr>
<tr>
<td>Susceptibility to error/abuse by human authorizer</td>
<td>Advantage</td>
<td>Advantage</td>
</tr>
<tr>
<td>Legal risk for remote data source</td>
<td>Advantage</td>
<td></td>
</tr>
<tr>
<td>Scales well for establishing relationships from data source to Consumer Access Service</td>
<td>Advantage</td>
<td>Advantage</td>
</tr>
<tr>
<td>Cost to Consumer Access Service to implement</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Cost to individual data sources</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

**Authentication plus assertion does not scale well from the standpoint of industry** since every local application must have agreements with all remote data sources. As the number of local applications and remote data sources increases, the total number of agreements rises exponentially. Therefore, this model is only practical if one of the following conditions is true:

1. There are a limited number of both data sources and local applications or intermediaries (i.e., if there were only a handful of Consumer Access Service providers).
2. There are a limited number of data sources.
3. There are a limited number of local applications or intermediaries.

It is not the purpose of our Work Group to endorse one model over another. We believe it important to note that both models will likely be offered in the marketplace for some time to come.
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Immutable Audit Trails
The document you are reading is part of the Connecting for Health Common Framework for Networked Personal Health Information, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Immutable Audit Trails*

**Purpose:** Audit trails are a basic requirement for electronic health information in EHRs and PHRs. Consumer Access Services must provide consumers with convenient electronic access to an audit trail as a mechanism to demonstrate compliance with use and disclosure authorization(s). An audit trail as defined here is an easy-to-comprehend date-, time-, and source-stamped historical record of significant activities and transactions that pertain to access of the consumer's account and the use and disclosure of personal data within. Of note, electronic audit trails have been in wide use in Internet banking; a 2004 survey found that almost all banks provide joint account holders with a clear audit trail that details which account holder performed which transaction.¹

The audit trail compiled and maintained by a Consumer Access Service should be the same audit trail displayed to the consumer, and each audit trail entry should be immutable (i.e., unchanging and unchangeable) in content.

Persistence of the audit trail should be commensurate with the data persistence policies of the Consumer Access Service. For example, if the Consumer Access Service retains professionally sourced data for seven years, then entries in the consumer's audit trail should persist for at least this same period of time.

* Connecting for Health thanks Matt Kavanagh, independent contractor, and Josh Lemieux, Markle Foundation, for drafting this paper.
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This practice area addresses the following Connecting for Health Core Principles for a Networked Environment*:

4. Use limitation
5. Individual participation and control
6. Data quality and integrity
8. Accountability and oversight


Source-stamping is particularly important for end-users to evaluate the validity of information displayed from a consumer data stream. There are cases when a given data element may have more than one “source.” For example, consider the case in which a Consumer Access Service is authorized to obtain the previous 90 days of prescription medication history on the consumer's behalf from a retail pharmacy clearinghouse. When the information is imported into the consumer's application, the clearinghouse is a “source” of the transaction. Upstream of that transaction, there were other “sources,” like the doctor who wrote the prescription and the pharmacy that filled it. Ideally, the audit history should include each relevant upstream and downstream source. Consumer-sourced entries must be marked as such.
Recommended Practice:
Each Consumer Access Service should maintain an easy-to-comprehend and clearly labeled electronic audit trail containing immutable entries that pertain to the consumer's account, information, and policy consent. Each entry should identify, at a minimum, who has accessed the consumer's records, a date, time, and source stamp for each such access, and the source of each significant transaction. The audit trail should be retained at minimum according to the data retention practice of the service.

We suggest the following as “auditable” events/activities:

1. **Account:**
   a. Access attempts and outcomes (i.e., successes or failures, length of session), including those by proxies.
   b. Logout events, including those by proxies.

2. **Transactions and data:**
   a. Creation (e.g., self-reported allergy)
   b. Modification (e.g., self-reported downward adjustment to a medication's dosage frequency)
   c. View (e.g., access of a problem list)
   d. Export (e.g., export of data to a PDA or spreadsheet)
   e. Import (e.g., import of data from a claims clearinghouse)
   f. Deletion (e.g., removal of a medication the consumer no longer takes)
   g. Dispute (e.g., the consumer challenges the accuracy of a professionally sourced data element)
   h. Proxy (e.g., setting up access to the record by a proxy, such as a caregiver)

3. **Policy:**
   a. Consent (e.g., capture of the consumer's general and independent consents, with roll-back access to versions of applicable policies to which the consumer consented)
   b. Revocation (e.g., the consumer decides to terminate a previously authorized consent that allowed sharing of data with a 3rd-party service provider)

(For related information, see **CP8**: Consumer Obtainment and Control of Information, Proxy Access.)
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Limitations on Identifying Information
Limitations on Identifying Information
The document you are reading is part of the *Connecting for Health Common Framework for Networked Personal Health Information*, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Limitations on Identifying Information*

There are significant risks if business partners of Consumer Access Services are permitted to combine data with other databases to identify individuals or create a more complete profile of the consumer’s health. Such practices have the potential to create unauthorized third party relationships of which the consumer may be completely unaware. Chain-of-trust agreements should prohibit this type of activity. (See **CP4: Chain-of-Trust Agreements**.) In addition, Consumer Access Services can further protect consumers — as well as themselves — by ensuring that the identifying information they expose to partners is the minimal amount necessary. For example, in some cases, a Consumer Access Service could share a consumer’s age, but not date of birth, with a third party because age is less potentially revealing of identity than a specific date of birth.

In the Internet Age, information is increasingly difficult to classify as “identified” or “de-identified,” particularly as it is copied, exchanged, or recombined with other information. With rapidly evolving technologies and databases, it is more appropriate to describe a spectrum of “identifiability,” rather than a binary classification of information as identifiable or not. The question could then become not whether de-identified information **might be** made re-identifiable, but rather **which entities** would be able to re-identify the information, **how much effort** they would have to expend, and **what limits** are placed on their doing so.

HIPAA Regulations (45 C.F.R. § 164.514) provide standards for de-identification, including a list of 18 “identifier” data elements that must be stripped out in order for a limited data set to qualify as “de-identified.”

The Privacy Rule also allows a second way to de-identify information by having a qualified statistician determine, using generally accepted statistical principles and methods, that the risk is very small that the information could be used, alone or in combination with other reasonably available information, by the anticipated recipient to identify the subject of the information. The qualified statistician must document the methods and results of the analysis that justify such a determination.

This HIPAA regulation remains a reasonable industry standard for defining information as “de-identified” in many circumstances today. However, it may not be fully identity-protective in some contexts, such as when applied to very small subsets of populations, or with the ever-increasing amounts of “partially identifying information” gathered in electronic environments. (See **Appendix A for more on partially identifying information**.) This reality will necessitate frequent monitoring of risk by policymakers in both the public and private sectors.

---

* Connecting for Health thanks Matt Kavanagh, independent contractor, and Josh Lemieux, Markle Foundation, for drafting this paper.
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**Recommended Practice:**
Consumer Access Services should limit disclosures of identifying data to only those data that are necessary to perform the specified function(s) that the recipient is authorized to perform.

Care should be taken to limit the release or exposure of information that can be directly or indirectly tied to an individual, including electronic identifiers such as IP address, cookies, and web beacons.

Any release of such indirectly or directly identifying information should be consistent with all nine **Connecting for Health** Privacy Principles and all of the Practice Areas of this Common Framework, particularly specification of purpose, limitation of use to only specified purpose, and no unauthorized combining of data to create a more complete profile of individuals.
Appendix A: “Partially Identifying Data”

In today’s web environment, much of what consumers do is recorded and tracked by the sites they visit. Even when consumers are not logged in, various pieces of information are collected about them. These little bits of data are often not personally identifying at the time and point of collection. But in some cases, these bits of information can be combined with other bits of information to build a more complete profile of each user. When enough information is collected and combined, it can be used to identify individuals. Hence, we call this information “partially identifying.” Examples include cookies, web beacons, and even search keywords.

For illustration, “persistent cookies” are little pieces of text deposited in the web browsers of consumers by the web sites they visit. In a similar way that a ticket from the dry cleaner lets the proprietor link the customer out front with the right clothes held in the back, cookies contain lookup information that lets a web site link a user to other information held about him in a database, such as preferences, search history, or checkout items for purchase on the site.

When the consumer returns to a web site at a later time, persistent cookies such as these can tell the web browser to display the user name, show whatever the user has specified to appear on the site’s homepage, allow for access to previously entered search queries, or display information about items the user had previously added to a shopping cart.

When search engine companies collect user search query history “anonymously” (i.e., not tied to a specific user identity), the partially identifiable information the user provides can be identifying in and of itself if a consumer searches for information about her name, address, telephone number, and/or personal identifiers. When this information is combined with additional search queries that detail the user’s interests, hobbies, health conditions, etc., a very personal picture can be elicited quite easily. For example, America Online in the summer of 2006 released 20 million “de-identified” search queries of more than 650,000 of its users with the intention to help researchers design better search engines. AOL initially claimed the search data had been made anonymous by replacing each search query’s associated AOL username with a different unique user ID. But for those search queries that included identifying information along with personal interests, not only were some users’ identities revealed, but also intimate details about their personal lives.

Another example of unintentional identification occurred as a result of an airline’s practice of printing customers’ frequent-flyer numbers on boarding passes in addition to names and seat numbers. An investigative reporter doing a story on identity theft retrieved a passenger’s discarded ticket stub and used the information to purchase another ticket from the same airline (in this case from British Airways). In doing so, the reporter was granted access to additional pieces of the passenger’s identity, including “passport number, date of birth, and nationality.”

The above cases, in which partially identifying information is used by external parties to identify an individual, occurred outside of contractual agreements. However, they do illustrate how the identifiability of information can change over time.
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Portability of Information
Portability of Information
This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Portability of Information*

Purpose: Over time, individuals move, change jobs, change providers, develop health conditions, require new services, etc. We envision a competitive market of Consumer Access Services and networked PHRs that meets the needs of many different populations at various stages of their lives. For the overall health of the emerging industry, consumers should be able to make their personally identifiable information available to any and all applications to best meet their needs.

We recommend that the industry work on standardized permissions and formats for the exporting of data from one Consumer Access Service to another upon consumer request.

Export of Data to the Consumer

Consumer Access Services should provide mechanisms for the consumer to export information from her account in standard formats. The ideal state is that consumers would have a menu of output formats that are both human-readable and machine-readable. As health data subsets become standardized in the EHR and PHR industries, Consumer Access Services should support such standards. Ideally, Consumer Access Services would provide a mechanism for the consumer to export all data in the account in a human-intelligible format into standard software such as a spreadsheet or text file. Print capability is a reasonable minimum requirement. Once the consumer assumes full control of the copies of data (e.g., stores them on his computer hard drive), it is the consumer’s sole responsibility to protect them.

Recommended Practice:

Consumer Access Services should provide an easy-to-use mechanism for consumers to export information in their accounts for personal use. Such mechanisms should:

- Provide information in human-readable form.
- Include audit trail information for data entries (time-, date-, and source-stamping of each diagnosis, for example). (See CT3: Immutable Audit Trails.)
- Include a printer-friendly format.
- Conform to industry standards for health data subsets as they become available and broadly implemented.
- Enable data to be exported into industry standard software, such as spreadsheets, PDFs, or text files.

Export and Import of Data Among Consumer Access Services and PHRs

The ideal future state is for consumers, according to their changing needs and wishes, to be able to transfer their information from PHR service or application to another PHR service or application. Such electronic interoperability is not a market reality today. However, Consumer Access Services should support interoperable data exchange protocols and data standards as they become available and market-tested.

* Connecting for Health thanks Matt Kavanagh, independent contractor, and Josh Lemieux, Markle Foundation, for drafting this paper.
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Recommended Practice:
Consumer Access Services should support industry-standard data sets for exchanging patient health information as they become available and broadly implemented. Consumer Access Services should collaborate to create a standard messaging envelope to export and import information upon the consumer’s authorization.

In the absence of full data exchange interoperability, Consumer Access Services may provide consumers with storage options for documents gathered from past Consumer Access Services or other Health Data Sources. For example, a consumer could export information from one Consumer Access Service into a standard software format such as PDF and store it on her desktop, then upload those PDF documents into a secure account at a new Consumer Access Service.

(For related recommendations, see CP8: Consumer Obtainment and Control of Information Area 5: Expunging of Information and Area 6: Termination of Account.

See also CT3: Immutable Audit Trails for recommendations on tracking export and import of data.)
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Security and Systems Requirements
The document you are reading is part of the **Connecting for Health** Common Framework for Networked Personal Health Information, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
Security and Systems Requirements*

Purpose: Strong security and systems requirements are essential to maintain trust among all network participants handling personal health information. Without such protections, consumer adoption will likely be hampered out of concern about the security of their data, and Health Data Sources may continue to view the release of consumer data to Consumer Access Services as too great of a privacy risk to implement. Although this practice area notes the need for strong security, detailed recommendations are beyond the scope of this paper. The HIPAA Security Rule is a good starting point. Another valuable reference is the government’s recommended security protocols for federal information systems. Below, we outline a few basic security considerations:

Data Stores

- Facilities that house equipment (e.g., servers, backup devices, etc.) that store health data must be physically secured and attended at all times. Access to such equipment should be limited to individuals who require it for authorized, legitimate, and documented (i.e., auditable) purposes.
- Individuals who access user data may only access the minimum amount of data necessary to fulfill their authorized purpose(s).
- Sensitive user data should be encrypted within the equipment that holds the data so as to prevent unauthorized access and disclosure in the case of a physical loss.
- Because most security breaches occur from within an organization (whether intentional or not), it is important to require that all persons who have access to such data receive regular training and appropriate reminders about system security and the need to follow related protocols to protect the confidentiality of user information. In addition, policies should be in place (and regularly communicated) to handle persons who violate stated security protocols.
- Strong system security for Consumer Access Services and networked PHRs also entails regular risk assessments and system audits.

---

Transactions

- When information is presented to a user's web browser from equipment that holds this data (i.e., a data server), all reasonable steps should be taken to ensure a secure transmission of the user's data, including use of encryption protocols such as Secure Socket Layer (SSL) technology.
- Consumer Access Services should comply with industry best practices for transmission of health data over the Internet even if they are not subject to information security regulations governing the health care industry.

The following are other considerations in the emerging PHR industry:

- In addition to data storage and transactional security, it is also important to apply security and systems requirements to electronic mobile storage devices such as smart cards, memory sticks, and mobile devices offered as consumer access platforms and/or data portability options (Note that security requirements applicable to mobile storage devices that hold personal health data should be in place not only for the benefit of the consumer, but also for the benefit of care providers who may wish to connect the device to their own computer and/or network in order to access and/or update a user's health information.) Without strong security and systems requirements guaranteeing protection, the benefit these devices may offer to care providers may be outweighed by the security threat posed by viruses, trojan horses, or other malware that may be "hiding" within.4

Recommended Practice:

Consumer Access Services should adopt industry best practices for data transaction and storage security. Security requires continuous monitoring of industry practices and threats, as well as initial and ongoing personnel training and strict policies regarding who can access consumer data, limitations on data that can be accessed by authorized purpose, and consequences of and for security violations. Services will need to adapt to emerging practices to ensure the security of information entrusted to them, with special attention to additional protections for sensitive data. Services must be accountable for export and storage of information in applications that they have endorsed, whether those applications are browser-based or mobile devices.

---
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The document you are reading is part of the *Connecting for Health Common Framework for Networked Personal Health Information*, which is available in full and in its most current version at [http://www.connectingforhealth.org/](http://www.connectingforhealth.org/).

This framework proposes a set of practices that, when taken together, encourage appropriate handling of personal health information as it flows to and from personal health records (PHRs) and similar applications or supporting services.

As of June 2008, the Common Framework included the following published components:
An Architecture for Consumer Participation*

Purpose: This paper considers how consumer access to personal health information fits within the Connecting for Health Common Framework approach to a Nationwide Health Information Network (NHIN). To begin, there are two critical considerations:

1. In our vision, the NHIN is not a new network, but rather a way of using the existing Internet for private and secure health information exchange based on a set of common policies and practices.
2. Many different types of health information networks can be connected via the Internet, including local health information exchanges (HIEs), provider systems, data clearinghouses, and a rich variety of consumer-oriented applications.

The first set of Connecting for Health Common Framework resources, released in April 2006, was designed to enable interoperable exchange of patient data among clinicians. It is a substantial challenge to add consumers to the exchange. From the policy standpoint, it is necessary to develop an adequate set of information-sharing policies to which both consumers and institutional data custodians can agree. On the technical side, a network architecture must be consistent with fair information practices, and scalable and adaptable to the many combinations of relationships that consumers have with various health care entities. These technical and policy challenges must be addressed in tandem.

* Connecting for Health thanks Josh Lemieux, Markle Foundation; Clay Shirky, New York University Graduate Interactive Telecommunications Program; and David Lansky, PhD, for drafting this paper.

This practice area addresses the following Connecting for Health Core Principles for a Networked Environment*

7. Security safeguards and controls


Common Framework Technical Principles

The Common Framework prescribes several technical principles upon which health information exchange networks should be based. We summarize them below:

- **Make it “thin”**: Data exchange networks should impose the minimal requirements for storing and transmitting health data, leaving as much processing as possible to applications at the edges of the network.
- **No requirement of a national health ID**: We argue that a national health identifier is neither likely nor necessary.
- **Avoid “rip and replace”**: The health care industry has already invested heavily in technology. The network should take advantage of the technology currently in use, not require its replacement.
- **Separate applications from the network**: The roles of the network and of applications should be distinct. The purpose of the network is simply to transfer data. All other data-related functions should reside at the application level. This architecture provides for a stable infrastructure upon which application developers may build innovative functions.
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• **Local control of data**: This principle holds that data not need be centralized in a new database in order for it to be shared among authorized parties, and that data may be shared directly (i.e., point to point) among authorized parties according to a consumer’s needs and wishes. The primary responsibility to maintain accuracy of information should reside with the organization that captured it. However, as we discuss below, nothing in this principle should prevent a consumer from aggregating copies of her health information from multiple sources into a centralized service, if that is what the consumer wants.

• **Federation**: A federation of network members based on mutual agreements is necessary given the complexities of a decentralized network.

• **Flexibility**: The network should be designed such that it can scale and adapt over time and allow participation by a wide variety of network members.

• **Security and privacy**: Privacy protection and security should be top priorities that guide the design and development of the network.

• **Accuracy**: All reasonable efforts should be made to identify people accurately and maintain accurate records. There should be well-documented methods for identifying and correcting inaccurate information.

**Connecting for Health** put these principles into practice in a three-region prototype documented in previous Common Framework technical and policy papers. This paper adds to a compendium of policy resources for interoperable electronic health information exchanges. Those resources consist of:

- An overarching “architecture” for privacy based on nine interdependent principles.
- Model privacy policies and procedures.
- Notification and consent policies.
- Policies for correctly matching patients with their records.
- Policies for authentication of system users.
- Patient information access rights summary based on the Health Information Portability and Accountability Act (HIPAA).
- Policies for audit logs.
- Policies for breaches of confidential health information.\(^5\)

The fundamental design elements of the **Connecting for Health** approach to network architecture would not be changed by granting consumers access to the network. In fact, consumer access has always been a design principle of the work. Below we review some of the key architectural concepts described more fully in prior Common Framework reports.

\(^5\) The **Connecting for Health** Common Framework Policy and Technical Resources are available at: http://www.connectingforhealth.org/commonframework/overview.html.
In summary, the Common Framework architectural vision is a network of networks (one NHIN made up of many SNOs). Each SNO uses an RLS to locate the consumer's records and an ISB to talk to other SNOs. Institutions that want to share information across the network must be members of a SNO, comply with Common Framework policies, maintain an RLS or equivalent service, and build an ISB.

As noted in **CT1: Technology Overview**, many important pieces of the consumer's record are already held in digital format. The custodians of this information include:

- Health insurance plans (both private and public).
- Pharmacy services and clearinghouses.
- Nationwide laboratory services.
- Self-insured employers' data warehouse services.
- Large, integrated delivery networks.
- And, to a lesser extent, some small hospitals and smaller-practice EHRs.
How Consumers Could Be Networked Via the Common Framework

Most currently available PHRs either rely on existing data silos (i.e., patient portals offering access to non-interoperable health records) or create new silos (i.e., consumer-populated, non-interoperable records). Potential large-scale benefits of PHRs are unlikely to materialize if these applications remain dependent on limited data sources. For PHRs to become more universally useful to consumers, they must provide a convenient and secure means of connecting to personal data and interactive services from multiple sources, and they must provide a convenient and secure means of moving the data out of the PHR as well, in whole or in part.

A number of architectural approaches could permit consumers to deliver information from disparate data sources into a PHR and vice versa. At one end of the spectrum, the PHR could rely entirely on a centralized database of personal health information. A master database at the center of the network would aggregate data from other health information systems before the information becomes accessible in the PHR. Theoretically, the consumer could then have access via one interface to the central data repository, with potentially greater efficiencies than could be provided by queries across a distributed network. The primary problems with this centralized approach are:

1. **Data management:** Copying all personal health data to a single database, and keeping it all up to date, is impractical at population scale given the vast amounts of data that exist across systems.

2. **Data quality:** Sending all data to a central database may magnify data quality problems (although such an effort may also reveal data problems). The centralized repository model would make error checking and data reconciliation difficult compared to a model that keeps personal health information close to the entity that creates it and knows the patient. Organizations closest to the consumer are in the best position to validate, adjudicate, or update the consumer's data.

3. **Business case:** It is implausible that any one entity can emerge to garner the trust of all health care systems and all consumers in the fragmented U.S. health care environment. A single, central database would raise questions central to trust such as who controls the data, who governs the process, what secondary uses and resale of data will be allowed, etc. A single source of control for the database would risk the shortcomings of monopolies in general: low innovation, poor customer service, and higher prices. It also limits the power of the network to grow organically and incrementally.

4. **Security and privacy:** While breaches are a concern for all information holders, a centralized model poses significant risk to privacy since a single security breach could lead to a catastrophic data leak.

Centralized systems can provide valuable efficiencies and controls, and may be very appropriate at various network nodes, which should have flexibility with regard to data-storage solutions for the information that they each hold. If centralization is the only model by which health information can be shared across disparate entities, however, there is a high risk that many entities will not participate.

The polar opposite of the centralized architecture is an entirely peer-to-peer network. Under this model, a consumer would have to create and manage separate data streams between her PHR and each system that holds her data. The primary problems with the completely decentralized approach are in many ways the mirror image of the problems of absolute centralization:

---

1. **Data management:** If each consumer is expected to aggregate her data, she will become both her own registrar and her own system administrator. This burden will be too much for the majority of consumers.

2. **Data quality:** Clinical data comes in both highly structured and very unstructured forms. The consumer would be responsible for managing these disparate forms of data — again, a task too challenging for most consumers.

3. **Business case:** Each person would pay for (or choose a sponsorship model for) a PHR, but the system would be highly fragmented and create few economies of scale.

4. **Security and privacy:** The security risk would be multiplied across many servers with varying levels of technical support and policy compliance. However, the breach of any given source of data would be more limited, reducing the potential for catastrophic data disclosures.

The pure point-to-point approach would place too much burden on the consumer to establish electronic transaction relationships with all of her health care services. It also would be cumbersome and pose high risks for each of the consumer’s data sources, given the current lack of standards for clinical information or of a trusted mechanism to authenticate each consumer. Further, providers would be less likely to access and use the consumer’s data if they were confronted with a hodgepodge of information aggregated from a series of unstructured point-to-point transactions.

**How Could Consumers Aggregate Their Data?**

Creation of centralized data repositories should not be an architectural requirement for data sharing, however, data aggregation at the level of the consumer could be very beneficial. How, then, can the individual aggregate her health data without relying upon a single repository at the center of the network or learning to manage a completely peer-to-peer model?

Any practical strategy for networking PHRs must avoid the negative consequences of these two extremes while satisfying the consumer’s need to access and control her information.

The Common Framework vision of a federated, decentralized network of SNOs was created to meet this core requirement. Under the Common Framework, authorized clinicians are able to query the network (e.g., request an index of the locations of a patient’s records) on the basis of their organization’s membership in a SNO. To establish a chain of trust, the participating SNOs must have common understandings and expectations, such as how to authenticate and authorize clinicians to use the network and how to log their actions.

Consumers also need a chain of trust to interconnect across networks. Yet they represent a greater challenge than clinicians for authentication, authorization, liability, and security. There is no commonly accepted set of practices today to provide credentials to consumers for health information exchange across different systems and data repositories. It is reasonable to expect that consumer applications could become more easily “networked” if such a set of common practices existed — that is, if some type of enforceable arrangement required all participants to operate under a common set of policies and agreements to mitigate risks such as misidentification or identity theft.

In the *Connecting for Health* model, a network of interconnected SNOs is viewed as the most flexible and practical means to untether applications from data silos, as well as to enforce a common set of rules among participants. To integrate PHRs into the NHIN, we assume that the same model for connecting users — a chain of trust, brokered by an ISB that can talk to other entities in the system — must be available to patients and consumers. This paper considers the functions and requirements of an entity that provides consumers with access to the nationwide network of SNOs.
Consumer Access Services Could Act as Intermediaries

We start with three assumptions about how consumers could gain access to their data in the future. The first is that there will be services acting on the consumers' behalf as aggregators of personal health information. Other kinds of networked services with many sources of data, from e-mail to online bill paying to airline booking sites, aggregate data on behalf of the user. It may become technically possible for the consumer to access her health data (via a personal computer) directly from the hospitals, labs, and other organizations that hold it. However, even in such a scenario, many services will arise to hold and manage the data on the consumer's behalf. Issues of backup, remote access, and economies of scale are in fact already driving the creation of these sorts of services. (Some models may offer storage services of all of the consumer's data; others may emerge simply as gateways for access without actually storing the data. Ideally, consumers would choose which aggregation model best serves them.)

The second assumption is that there will be services that issue identity and authentication credentials to the consumer and pass those credentials or proof of authentication to other organizations in the NHIN, on the consumer's behalf. Today, we have no generally accepted methods or policies for initially proving the identity of each individual for the issuance of online credentials based on that identification, nor for the initial and repeated authentication of that individual's identity in an online environment. In a nationwide health information network, those who hold personal health data will need to be confident that the person to whom they transmit data is indeed who she claims to be. Common, reliable policies for initial proofing and repeated verification of identity will be essential functions of these intermediary services. (Although a complex set of issues surround identity, authentication, and authorization, we will group all of these issues under the label “authentication” for the rest of this document.)

Given the high cost of the initial consumer identification and the low cost of the subsequent authentications, economies of scale will drive the creation and growth of these functions. These intermediary services would be contractually obligated to comply with the rules governing participation in the network. Likewise, they would be expected to enforce those rules in the event of any violation by one of their authorized users (and to successfully exclude unauthorized users). By the same logic, the entities that issue identity credentials to individual consumers must have the organizational standing to enforce nationwide policies within their network. (See CT2: Authentication of Consumers.)

Third, we assume that the aggregation and authentication functions will be combined. While aggregation and authentication could be offered separately, the economic logic driving the creation of the services will also drive their combination. As a result, competing services would act as proxies for many consumers, potentially millions at a time, holding both their authentication tokens and their data. These authentication/aggregation service providers would not necessarily be covered entities under HIPAA. We call them “Consumer Access Services.” We will also assume that the interaction between Consumer Access Services and other entities in the NHIN will use the service-oriented architecture of the Common Framework, including both SOAP messages and message brokering by Inter-SNO Bridges.
Following the diagram above, such a combined authenticating and aggregating service would perform key NHIN functions including, at a minimum, authenticating individual users, providing an ISB interface to bridge between those users and the rest of the NHIN, and aggregating information into PHRs on those users' behalf.

A number of entities may be interested in offering these combined services to enable consumer access to the NHIN, including the following examples:

- **Provider organizations** could strengthen their role as primary care providers and care coordinators by accessing all of a patient's data when authorized and playing the role of interpreter and coach.
- **Health insurance plans and government programs** (e.g., Medicare, Medicaid, VA) could apply their data analytic- and decision support-capabilities to the clinically rich patient data available across the network and compete on their ability to deploy beneficial interventions based on that analytic intelligence.
- **Pharmacy services** (i.e., pharmacy benefit managers, retail pharmacies, clearinghouses) could offer new services to attract consumers.
- **Application vendors** could benefit from a more efficient marketing and distribution environment by offering their products to a range of Consumer Access Service suppliers with large populations of consumers.

- **Affinity and patient advocacy groups** could create their own intermediary services to help members select and use appropriate products, while using aggregate data as a platform for improving health and advocating for shared concerns.
- **Employers** could steer employees toward Consumer Access Services that allow secure access to personal health information and other benefits.
- **Web portals and other non-traditional health care players** could enter the health care space, both leveraging their brand credibility and gaining appropriate access to data that the consumer wants them to have without negotiating separate access agreements with each trading partner.
- **Regional Health Information Organizations (RHIOs)** could offer services to connect consumers.

**Connecting for Health** wishes to enable consumers to aggregate and manage their health care data while protecting them against the misuse or loss of personal data. Public policy must make it possible for each person to access personal health information regardless of where it was originally acquired and where it is now maintained. In solving a problem like authentication, the NHIN needs to make sure that every American has an opportunity to gain the necessary credentials and take advantage of the information channels that exist, without being subservient to any particular gatekeeper.
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